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Preface

Managerial economics, meaning the application of economic methods to the
managerial decision-making process, is a fundamental part of any business or
management course. It has been receiving more attention in business as
managers become more aware of its potential as an aid to decision-making,
and this potential is increasing all the time. This is happening for several
reasons:

1 It is becoming more important for managers to make good decisions and to
justify them, as their accountability either to senior management or to
shareholders increases.

2 As the number and size of multinationals increases, the costs and benefits at
stake in the decision-making process are also increasing.

3 In the age of plentiful data it is more imperative to use quantitative and
rationally based methods, rather than ‘intuition’.

4 The pace of technological development is increasing with the impact of the
‘new economy’. Although the exact nature of this impact is controversial,
there is no doubt that there is an increased need for economic analysis
because of the greater uncertainty and the need to evaluate it.

5 Improved technology has also made it possible to develop more sophisti-
cated methods of data analysis involving statistical techniques. Modern
computers are adept at ‘number-crunching’, and this is a considerable
aid to decision-making that was not available to most firms until recent
years.

As managerial economics has increased in importance, so books on the subject
have proliferated. Many of the more recent ones claim like this one to take a
problem-solving approach. I have found from my own teaching experience
that, in spite of this, students of the subject tend to have two main problems:

1 They claim to understand the theory, but fail to see how to put principles
into practice when faced with the kind of problems they find in the text-
books, even though these are considerably simplified compared with real-
life situations.

2 They fail to see the relevance of the techniques presented in the books in
terms of application to real-life situations.

The two problems are clearly related. Textbook problems are simplified, in
terms of the amount of data and decision variables, to make them easier for
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students to analyse. However, the result of this is that the textbook problems
tend to fall between two stools: they are still too difficult in some cases for
students to tackle without considerable help (the first problem), yet they are
too simplified and abstract for students to see how textbook methods can be
applied to real-life situations (the second problem).

This book attempts to overcome the considerable obstacles above. It adopts
a user-friendly problem-solving approach, which takes the reader in gradual
steps from easy, very simplified problems through increasingly difficult mater-
ial to complex case studies.

Pedagogical features

1 The objectives of each chapter are clearly stated at the start of the chapter.

2 Case studies are plentiful and have been carefully selected. These are
designed to be global in their application and relevance, and of recent
origin. They are sometimes longer than the typical case study in textbooks
in order to achieve a fuller flavour of real life, and they concentrate on the
managerial decision-making aspect. The cases are also integrated with the
material in the text, not just in terms of relevance, but also in terms of
asking specific questions, often of a quantitative nature.

3 Examples are given throughout the text of firms or situations, to illustrate
principles and their real-life application; an effort is made to use examples
to which students can easily relate from their own experience.

4 There is an emphasis on the interdisciplinary aspects of managerial eco-
nomics; problems are addressed in all the main functional areas of market-
ing, finance, production and human resources.

5 Quantitative techniques are introduced only where they are relevant to the
material discussed, and are then applied in that context. This is contrary to
the common treatment, where many techniques are explained in the early
part of textbooks, before the relevant economic theory. Teaching experi-
ence suggests that students comprehend the techniques more easily if they
can immediately see their application. It is assumed in the text that stu-
dents already have a basic knowledge of calculus and statistics.

6 Key terms and concepts are written in bold; the definitions and interpret-
ations of these terms and concepts are written in bold italics.

7 Many chapters include a section titled ‘A problem-solving approach’ at the
end of the chapter, in order to bridge the gap described above as the first
student problem. These sections include several solved problems, with the
rationale for the methodology explained as well as the calculations.

8 Summaries are provided at the end of each chapter of the key points.

9 Review questions are included at the end of each chapter for students to
test their understanding of the material.

10 Problems of a quantitative nature are also included at the end of chapters.
These can be used by both students and instructors, as test questions or
assignments.
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11 Starred material is included which indicates a greater degree of difficulty;
this is more suitable for MBA students, and can be omitted without causing
problems with understanding the remaining material. Sometimes the
starred material relates to whole sections, sometimes to subsections, and
sometimes just to particular headings.

12 Throughout the book there is an effort to tie economic theory and practice
together. Students should be able to see how empirical studies are con-
ducted and the role of these in testing theories; the relevance of this process
to managerial decision-making is emphasized.

Structure and content

The text is structured into parts, chapters, sections, subsections, headings and
subheadings. The first four are self-explanatory; headings are titled alphabet-
ically, while subheadings are titled numerically. An attempt is made to ensure
both consistency of treatment and clarity of exposition, so that students can
easily see how the various materials are related.

Part I of the text is an overview of the subject matter, and is particularly
concerned with the methodology employed and the objectives of firms and
managers. Part II is concerned with examining demand analysis. This involves
a discussion of consumer theory, the theoretical principles of demand and the
empirical aspects of demand estimation. Considerable attention is given to
examining statistical techniques of estimation, much more than in the typical
text. This is because of the increasing importance of the use of these tech-
niques and the ubiquity of software packages for data analysis. Part IIl examines
production theory and costs; the treatment is similar to the previous part, in
that the principles of production and costs are discussed, and then the empir-
ical and statistical aspects of estimation are explained. Part IV examines strat-
egy analysis; this covers market structure, pricing, game theory, investment
analysis and the impact of government policy on managerial decision-making.
The coverage here is broader than a typical text, and there is particular
emphasis on the consideration of non-price decisions and interdependent
decision-making.

In each chapter there are three or four case studies, with questions attached.
These are inserted into the text as close as possible to their points of relevance.
Many chapters also include solved problems; sometimes these are embodied in
the text as examples to illustrate the concepts involved, and in other cases they
are included at the end of the chapter, according to whatever seems more
appropriate. There are also review questions and in many cases additional
problems at the end of the chapters, following the chapter summaries. The
currency units involved in these problems vary, being mainly in pounds ster-
ling and US dollars; this is in keeping with the international nature of the
material in both the text and the case studies.
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PART |
INTRODUCTION

Part I (Chapters 1 and 2) examines the nature,
scope and methods of managerial economics and
the theory of the firm. Chapter 1 is therefore con-
cerned with explaining why managerial econom-
ics is important and useful as an area of study, how
it relates to other disciplines, what its core areas
are, and the methods of analysis which it uses.
Chapter 2 examines the basic profitmaximizing
model of behaviour, and its underlying assump-
tions, and then proceeds to relax these assump-
tions to develop a more complex but realistic
model of firms’ behaviour. The focus is on the
individual and the nature of transactions, with
an emphasis on agency theory. These two chapters
introduce the framework of parameters and ana-
lysis that are developed throughout the remainder
of the text.






Nature, scope and
methods of managerial
economics

Outline
Objectives page 3
1.1 Introduction 4
Case study 1.1: Global Warming 4
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Definition 7
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Objectives

1 To introduce and define managerial economics.
2 To outline the types of issue which are addressed by managerial economics.
3 To explain the difference between positive and normative economics.
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4 To explain the relationship between managerial economics, economic the-
ory and the decision sciences.

5 To explain how managerial economics is related to other disciplines in
business, such as marketing and finance.

6 To identify the main subject areas in managerial economics, explain how
they are related to each other, and describe how they are organized and
presented in the text.

7 To explain the methods used in the development of scientific theories and
show their relevance to managerial economics.

8 To explain how economic theory is presented from a pedagogical viewpoint,
and how this relates to the organization and presentation of the material in
the text.

1.1 Introduction

What is managerial economics about? What kind of issues does it deal with?
How can it help us make better decisions, in business or elsewhere? These are
fundamental questions which any student may ask when first approaching the
subject. It is therefore a good idea to make a start by examining a situation that
has become increasingly high on the economic and political agenda on a global
basis over many years; yet it is not a situation where it might seem at first sight
that managerial economics is particularly relevant. We shall see, to the con-
trary, that the methods studied and implemented in managerial economics are

vital to identifying solutions to the problems raised.

Case study 1.1: Global Warming

Part I: What to do about global warming'

A UN treaty now under discussion looks promising —
as long as it remains flexible

How should reasonable people react to the hype and
controversy over global warming? Judging by recent
headlines, you might think we are already doomed.
Newspapers have been quick to link extreme
weather events, ranging from floods in Britain and
Mozambique to hurricanes in Central America,
directly to global warming. Greens say that worse will
ensue if governments do not act. Many politicians
have duly jumped on the bandwagon, citing recent
disasters as a reason for speeding up action on the
Kyoto treaty on climate change that commits rich
countries to cut emissions of greenhouse gases. This
week saw the start of a summit in The Hague to
discuss all this.

Yet hot-headed attempts to link specific weather
disasters to the greenhouse effect are scientific bunk.
The correct approach is coolly to assess the science of
climate change before taking action. Unfortunately,
climate modelling is still in its infancy, and for most of
the past decade it has raised as many questions as it
has answered. Now, however, the picture is getting
clearer. There will never be consensus, but the
balance of the evidence suggests that global warming
is indeed happening; that much of it has recently
been man-made; and that there is a risk of potentially
disastrous consequences. Even the normally stolid
insurance industry is getting excited. Insurers reckon
that weather disasters have cost roughly $400 billion
over the past decade and that the damage is likely
only to increase. The time has come to accept that
global warming is a credible enough threat to require
a public-policy response.



But what, exactly? At first blush, the Kyoto treaty
seems to offer a good way forward. It is a global
treaty: it would be foolish to deal with this most
global of problems in any other way. It sets a long-
term framework that requires frequent updating and
revision, rather like the post-war process of trade
liberalisation. That is sensible because climate
change will be at least a 100-year problem, and so
will require a treaty with institutions and mechanisms
that endure. The big question over Kyoto remains its
cost. How much insurance is worth buying now
against an uncertain, but possibly devastating, future
threat? And the answer lies in a clear-headed
assessment of benefits and costs. The case for doing
something has increased during the three years since
Kyoto was signed. Yet it also remains true that all
answers will be easier if economic growth is
meanwhile sustained: stopping the world while the
problem is dealt with is not a sensible option, given
that resources to deal with it would then become
steadily scarcer.

That points to two general conclusions about how
to implement Kyoto. The simplest is that countries
should search out “no regrets” measures that are
beneficial in their own right as well as reducing
emissions — such as scrapping coal subsidies,
liberalising energy markets and cutting farm support.
The second is that implementation should use
market-friendly measures that minimise the costs
and risks of slowing economic growth.

Part II: Hot potato revisited’

A lack-of-progress report on the Intergovernmental
Panel on Climate Change

You might think that a policy issue which puts at stake
hundreds of billions of dollars’ worth of global output
would arouse at least the casual interest of the
world’s economics and finance ministries. You would
be wrong. Global warming and the actions
contemplated to mitigate it could well involve costs
of that order. Assessing the possible scale of future
greenhouse-gas emissions, and hence of man-made
global warming, involves economic forecasts and
economic calculations. Those forecasts and
calculations will in turn provide the basis for policy on
the issue. Yet governments have been content to
leave these questions to a body - the
Intergovernmental Panel on Climate Change

(IPCC) — which appears to lack the necessary
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expertise. The result is all too likely to be bad policy, at
potentially heavy cost to the world economy.

In our Economics focus of February 15th this year,
we drew attention to (and posted on our website)
telling criticisms of the IPCC's work made by two
independent commentators, lan Castles, a former
head of Australia’s Bureau of Statistics, and David
Henderson, formerly the chief economist of the
Organisation for Economic Co-operation and
Development (OECD) and now visiting professor at
Westminster Business School. Their criticisms of the
IPCC were wide-ranging, but focused on the panel’s
forecasts of greenhouse-gas emissions. The method
employed, the critics argued, had given an upward
bias to the projections.

The IPCC's procedure relied, first, on measuring
gaps between incomes in poor countries and
incomes in rich countries, and, second, on supposing
that those gaps would be substantially narrowed, or
entirely closed, by the end of this century. Contrary to
standard practice, the IPCC measured the initial gaps
using market-based exchange rates rather than rates
adjusted for differences in purchasing power. This
error makes the initial income gaps seem far larger
than they really are, so the subsequent catching-up is
correspondingly faster. The developing-country
growth rates yielded by this method are historically
implausible, to put it mildly. The emissions forecasts
based on those implausibly high growth rates are
accordingly unsound.

The Castles—Henderson critique was subsequently
published in the journal Energy and Environment
(volume 14, number 2-3). A response by 15 authors
associated with the IPCC purporting to defend the
panel’s projections was published in the same issue.
It accused the two critics of bias, bad faith, peddling
“deplorable misinformation” and neglecting what the
15 regard as proper procedure. Alas, it fails to answer
the case Mr Castles and Mr Henderson had laid out -
namely, that the IPCC's low-case scenarios are
patently not low-case scenarios, and that the panel
has therefore failed to give a true account of the range
of possibilities. If anything, as the two critics argue in
an article in the subsequent issue of Energy and
Environment, the reply of the 15 authors gives new
grounds for concern. This week the IPCC is preparing
to embark on its next global-warming “assessment
review" — and if the tone of its reply to the critics is any
guide, it is intent on business as usual.
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It is true, as the IPCC says in its defence, that the
panel presents a range of scenarios. But, as we
pointed out before, even the scenarios that give the
lowest cumulative emissions assume thatincomes in
the developing countries will increase at a much
faster rate over the course of the century than they
have ever done before. Disaggregated projections
published by the IPCC say that — even in the lowest-
emission scenarios — growth in poor countries will be
so fast that by the end of the century Americans will
be poorer on average than South Africans, Algerians,
Argentines, Libyans, Turks and North Koreans. Mr
Castles and Mr Henderson can hardly be alone in
finding that odd.

TUNNEL VISION

The fact that the IPCC mobilised as many as 15
authors to supply its response is interesting. The
panel’s watchword is strength in numbers (lacking
though it may be in strength at numbers). The
exercise criticised by Mr Castles and Mr Henderson
involved 53 authors, plus 89 expert reviewers and
many others besides. Can so many experts get it
wrong? The experts themselves may doubt it, but the
answer is yes. The problem is that this horde of
authorities is drawn from a narrow professional
milieu. Economic and statistical expertise is not
among their strengths. Making matters worse, the
panel’s approach lays great emphasis on peer review

of submissions. When the peers in question are
drawn from a restricted professional domain —
whereas the issues under consideration make
demands upon a wide range of professional skills —
peer review is not a way to assure the highest
standards of work by exposing research to scepticism.
It is just the opposite: a kind of intellectual restrictive
practice, which allows flawed or downright shoddy
work to acquire a standing it does not deserve.

Part of the remedy proposed by Mr Castles and Mr
Henderson in their new article is to get officials from
finance and economics ministries into the long-range
emissions-forecasting business. The Australian
Treasury is now starting to take an active interest in
IPCC-related issues, and a letter to the British
Treasury drawing attention to Castles—Henderson
(evidently it failed to notice unassisted) has just
received a positive, if long delayed, response. More
must be done, and soon. Work on a question of this
sort would sit well with Mr Henderson'’s former
employer, the OECD. The organisation’s economic
policy committee — a panel of top economic officials
from national ministries — will next week install
Gregory Mankiw, head of America’s Council of
Economic Advisers, as its new chairman. If Mr
Mankiw is asking himself what new work that body
ought to take on under his leadership, he need look
no further than the dangerous economic
incompetence of the IPCC.

This case study illustrates the variety of issues with which managerial
economics is concerned. The following questions arise:

1 Is there a problem to be addressed?

2 Is there a solution or solutions to the problem, in terms of strategies or
courses of action that can be taken?

3 What objective or objectives can be defined for these strategies?

4 What constraints exist in terms of operating any strategies?

5 How can we identify strategies as solutions to the problem?

6 How can we evaluate these strategies in terms of costs and benefits, parti-
cularly when these involve life and health?

7 What is the best way of measuring the relevant variables?

8 What assumptions should be made in our analysis?

9 How do we deal with the problem of risk and uncertainty regarding the
future and the effects of strategies in the future?

10 How can we approach the problems of conflicts of interest between differ-

ent countries and between different consumers and producers?
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11 What criteria can we use for selecting strategies from among different
possible courses of action?

12 How do political biases and agendas affect decision-making processes in
practice?

The above questions represent steps in the decision-making process involved
not just in the global warming situation, but also in any situation involving
decision-making. However, many people are unaware of the breadth of issue
that is amenable to the analysis of managerial economics. In particular, they
sometimes regard managerial economists as being apologists for greedy capital-
ists, who do not take quality of life into consideration, or the long-term interests
of the public. They may view markets with suspicion and doubt their ability to
allocate resources efficiently, for example the creation of trading rights in pollu-
tion. They may fear deregulation, seeing it as leading to the exploitation of
consumers by monopolists. They may believe that it is impossible in principle
to put a money value on human life or health. They may believe that governments
should not be swayed by narrow economic interests and analysis, and have a duty
to exercise ethical principles which otherwise would not be considered. Such
antagonistic feelings towards global capitalism have been expressed at various
meetings of international politicians to discuss world trade. On a more academic
level, there has for some years been huge controversy surrounding the publica-
tion of a book by Lomborg’ taking an economist’s approach to these issues.

Much of the sentiment expressed is based on an ignorance of the issues
involved, a misuse of statistical information and a lack of understanding of
economic analysis, its relevance and application. One major objective of this
book is to explain not just the methodology of managerial economics but also
the breadth of'its application, and to illustrate that it can have a lot to say about
the types of issue raised in the above case study. All the case studies in the text
have been selected with this objective in mind; for example the following
situations and issues are discussed: prize money in sport, the law of diminish-
ing returns applied to computer software, Internet banking and competition,
price discrimination in the pharmaceutical industry, issues in the National
Health Service, deregulation of electrical utilities, the level of fuel taxes and
subsidized car manufacturing.

1.2 Definition and relationships with other disciplines

1.2.1 Definition

So what is managerial economics? Many different definitions have been
given but most of them involve the application of economic theory and methods
to business decision-making. As such it can be seen as a means to an end by
managers, in terms of finding the most efficient way of allocating their scarce
resources and reaching their objectives. However, the definition above might
seem to be a little narrow in scope when applied to the case study involving
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global warming. This situation involves governments, non-profit objectives, non-
monetary costs and benefits, international negotiations and a very long-term
time perspective, with an associated high degree of uncertainty. Therefore it
needs to be clarified that managerial economics can still be applied in such
situations. The term ‘business’ must be defined very broadly in this context: it
applies to any situation where there is a transaction between two or more
parties. Of course this widens the scope of the concept beyond the bounds
that many people find comfortable: it includes taking someone on a date,
playing a game with one’s children in the park, going to confession in a
church, asking a friend to help out at work, agreeing to look after a colleague’s
cat while they are away, taking part in a neighbourhood watch scheme. In all
cases, costs and benefits occur, however intangible, and a decision must be
made between different courses of action.

As an approach to decision-making, managerial economics is related to
economic theory, decision sciences and business functions. These relation-
ships are now discussed.

1.2.2 Relationship with economic theory

The main branch of economic theory with which managerial economics is
related is microeconomics, which deals essentially with how markets work
and interactions between the various components of the economy. In particu-
lar, the following aspects of microeconomic theory are relevant:

1 theory of the firm

2 theory of consumer behaviour (demand)
3 production and cost theory (supply)

4 price theory

5 market structure and competition theory

These theories provide the broad conceptual framework of ideas involved;
the nature of these theories and how theories are developed is discussed in
section 1.4. At this stage it is worth stating that these theories are examined
and discussed largely in a neoclassical framework. This is essentially an
approach that treats the individual elements within the economy (consumers,
firms and workers) as rational agents with objectives that can be expressed as
quantitative functions (utilities and profits) that are to be optimized, subject to
certain quantitative constraints. This approach is often criticized as dated and
unrealistic, but can be defended on three grounds. The first is that it is very
versatile and can easily be extended to take into account many of the aspects
which it is often assumed to ignore, for example transaction costs, information
costs, imperfect knowledge, risk and uncertainty, multiperiod situations and
so on. The implications of all these factors are considered in the next chapter.
The second and third grounds of defence are explained in section 1.4 and are
related to scientific method and pedagogy.
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There is one main difference between the emphasis of microeconomics and
that of managerial economics: the former tends to be descriptive, explaining
how markets work and what firms do in practice, while the latter is often
prescriptive, stating what firms should do, in order to reach certain objectives.
At this point it is necessary to make another very important distinction: that
between positive and normative economics. This is sometimes referred to as
the ‘isjought’ distinction, but this is actually somewhat misleading. Essentially
positive statements are factual statements whose truth or falsehood can be
verified by empirical study or logic. Normative statements involve a value
judgement and cannot be verified by empirical study or logic. For illustration,
compare the following two seemingly similar statements:

1 The distribution of income in the UK is unequal.
2 The distribution of income in the UK is inequitable.

The first statement is a positive one while the second is a normative one.
Normative statements often imply a recommendation, in the above example
that income should be redistributed. For that reason they often involve the
words ought or should. However, not all such statements are normative, they
may in fact be prescriptive. For example, the statement ‘Firm X should increase
its price in order to increase profit’ is a positive statement. This is because the
word ‘should’ is here being used in a different sense, a conditional one; there is
no value judgement implied. In practice it can sometimes be difficult to
distinguish between the two types of statement, especially if they are com-
bined together in the same sentence.

What is the relevance of the above to the study of managerial economics? It
is often claimed, for example by those protesting against global capitalism,
that economics is of no use in answering the fundamental questions involving
value judgements, like reducing pollution. Indeed, economists themselves
often admit that their science can only make positive not normative state-
ments. However, this can give a misleading impression of the limitations of
economics; it can indeed be helpful in making normative statements. First,
consider the following statement: governments should make use of market forces in
order to achieve a more efficient solution in terms of reducing pollution. This might
sound like a normative statement but it is actually a conditional use of the
word should as described in the previous paragraph. Provided that the term
efficiency is carefully defined, the statement is a positive one, since the con-
cept of efficiency does not involve any value judgement.

Of course the example above only shows that economists can make posi-
tive statements that might appear to be normative statements. Now consider
this statement: world governments should aim to reduce pollution by 90 per cent in the
next ten years. This is a genuine normative statement. Economists might esti-
mate the costs and benefits of such a policy and show the costs to vastly
exceed the benefits. This in itself cannot determine policy because it ignores
the distribution of these costs and benefits, both over space and time.
However, it might in principle be possible to show empirically that both
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rich and poor countries would suffer overall from a policy of reducing pollution
by 90 per cent and that future generations might not benefit either. A realization
of this might then cause the maker of the statement to change their mind. The
reason for this is that they are forced to revalue their values in the context of
other values that they have, in the light of economic analysis. Thus the appli-
cation of economic principles can help to make normative statements on
which policies are based and action taken. This issue is examined in more
depth in Chapter 12.

1.2.3 Relationship with decision sciences

The decision sciences provide the tools and techniques of analysis used in
managerial economics. The most important aspects are as follows:

numerical and algebraic analysis

optimization

statistical estimation and forecasting

analysis of risk and uncertainty

discounting and time-value-of-money techniques

These tools and techniques are introduced in the appropriate context, so
that they can be immediately applied in order to understand their relevance,
rather than being discussed en bloc in isolation at the beginning of the text.

1.2.4 Relationship with business functions

All firms consist of organizations that are divided structurally into different
departments or units, even if this is not necessarily performed on a formal
basis. Typically the units involved are:

1 production and operations
2 marketing

3 finance and accounting

4 human resources

All of these functional areas can apply the theories and methods mentioned
earlier, in the context of the particular situation and tasks that they have to
perform. Thus a production department may want to plan and schedule the
level of output for the next quarter, the marketing department may want to
know what price to charge and how much to spend on advertising, the finance
department may want to determine whether to build a new factory to expand
capacity, and the human resources department may want to know how many
people to hire in the coming period and what it should be offering to pay them.
It might be noted that all the above decisions involve some kind of quantitative
analysis; not all managerial decisions involve this kind of analysis. There are
some areas of decision-making where the tools and techniques of managerial
economics are not applicable. For example a sales manager may want to
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motivate a salesperson to achieve a higher level of performance. In this case an
understanding and application of behavioural and psychological principles is
relevant. That is not to say that economists can ignore these, but managerial
economics tends to focus more on behavioural aspects when they concern
consumers rather than when they concern the behaviour of employees.
A more detailed discussion of the scope of managerial economics follows
in the next section.

1.3 Elements of managerial economics

1.3.1 Subject areas and relationships

The main areas are illustrated in Figure 1.1. This only shows the core topics
covered; other areas, for example capital budgeting, location analysis and
product strategy, are also frequently examined.

1.3.2 Presentation of topics

Since the objectives of a business form the starting point of any analysis of
its behaviour, the theory of the firm is the subject of the next chapter.
Traditionally, pricing has formed the central core of managerial economics,
although this narrow focus is somewhat misleading in terms of the breadth of
analysis that is possible. As the various topics are examined, further applica-
tions and extensions of analysis will be discussed. In order to examine pricing
it is necessary to consider demand and supply forces; in managerial economics
supply forces are discussed under the theory of costs, as will be explained in
Chapter 6. In order to consider demand we must first consider consumer
theory and in order to consider costs we must first consider production theory.

GOVERNMENT
POLICY

THEORY OF THE
FIRM

PRICING THEORY COMPETITION THEORY

Figure 1.1. Relationships among subject areas.

DEMAND THEORY

COST THEORY

CONSUMER
THEORY

PRODUCTION
THEORY
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Consumer theory is included in the chapter on demand theory, but a
separate chapter is dedicated to production theory, since otherwise the chap-
ter on cost theory would be too long. The main reason for this difference in
treatment is that many aspects of consumer theory relate to behavioural
psychology, and these are not normally discussed in managerial economics,
while production theory deals more in engineering concepts which econo-
mists traditionally have been more willing to examine. The topics of demand
and cost analysis both involve separate chapters on theory and on estimation,
which is again a traditional distinction, but sometimes the relationship
between these two aspects is not fully explained. Since it is very important to
understand this relationship in order to appreciate the objectives and methods
involved in managerial economics, a section on methods now follows.

1.4 Methods

It is essential for anyone studying managerial economics to understand the
methodology involved. This is not just an academic exercise, it is essential for
managers who have to make decisions. True, they are not generally believed to
develop and test theories themselves, but in reality this is part of their job. This
is explained later on in this section after the meaning of the term theory and
the process of testing theories have been discussed. There are two aspects of
methods that need to be explained: first, the methods that professionals use to
develop the subject; and, second, the methods used to present material to
students learning the subject.

1.4.1 Scientific theories

In the previous section the term theory was used extensively, both in describ-
ing subject areas and in denoting a contrast with estimation. A scientific
theory does two things: it describes or explains relationships between phe-
nomena that we observe, and it makes testable predictions. Theories are
indispensable to any science, and over time they tend to be gradually
improved, meaning that they fit existing observations better and make
more accurate forecasts. When a theory is initially developed it is usually
on the basis of casual observation, and is sometimes called a hypothesis. This
then needs to be tested and in order to do this an empirical study is
required. An empirical study is one which involves real-world observations.
Such studies can be either experimental or observational: the former
involve a situation where the investigator can control the relevant variables
to isolate the variables under investigation and keep other factors constant.
This is often done in laboratory conditions, for example in testing the effect
of heat on the expansion of a metal. In business and economic situations this
is usually not possible, so an observational study must be performed. An
investigator may for example be interested in the effect of charging different



Nature, scope and methods

prices on the sales of a product. However, it may be difficult to isolate the
effect of price from the effects of promotion, competitive factors, tastes,
weather and so on, which also are affecting sales. This problem, and its
solution, is discussed in detail in Chapter 4. The analysis of the data in the
study involves statistical techniques, such as regression analysis, and then
inferences are drawn from this regarding the initial theory, in terms of its
acceptance or rejection. The whole process of testing economic theories is
often referred to as econometrics.

The procedure above is a repetitive one; further empirical studies are
carried out, sometimes under different conditions, and as time goes on the-
ories tend to become modified and refined in order to improve them. The
process of the development of theories is illustrated in Figure 1.2.

It is obviously of vital importance to managers to have good theories on
which to base their decision-making. A ‘good’ theory has the following
characteristics:

1 It explains existing observations well.

2 It makes accurate forecasts.

3 It involves mensuration, meaning that the variables involved can be mea-
sured reliably and accurately.

4 It has general application, meaning that it can be applied in a large number
of different situations, not just a very limited number of cases.

5 It has elegance, meaning that the theory rests on a minimum number of
assumptions.

The better the theories used by managers the better their decisions will be,
in terms of being more likely to achieve managerial objectives. However, it is
not just a case of managers using other people’s theories. Consider the follow-
ing situation: a marketing manager has just received sales figures for a parti-
cular product showing a considerable decline in the last quarter. She has a
meeting with the sales manager, the advertising manager, the PR manager and
the production manager. The sales manager claims that sales are down
because of the recent price rise of 15 per cent; the advertising manager says
that advertising was cut in one of the normal media, because it was thought to
be ineffective; the PR manager says that customers reacted badly to the
announcement in the papers that the firm was stopping its sponsorship of a

/ HYPOTHESIS \

ACCEPT/REJECT EMPIRICAL STUDY

MODIFY/REFINE /

STATISTICAL ANALYSIS

Figure 1.2. Theory development process.
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local school sports team; finally the production manager admits that problems
in quality control for the previous period might have put some customers off
repeat purchase of the product. These are all competing theories; they may all
have some element of truth, or maybe none at all. It is the marketing man-
ager’s responsibility to determine how much each possible problem contrib-
uted to the decline in sales, or whether some other factors were involved. In
effect the manager has to test various theories before she can make an appro-
priate decision.

There is another important implication of the above criteria for a good
theory: they apply very well to the neoclassical approach, as will be seen
more clearly in the next chapter.

1.4.2 Learning economics

When students first study economics in introductory courses they often
become disillusioned because it seems very abstract and theoretical; what do
all these graphs and equations have to do with the real world? What possible
use can they have, since they often seem to make incorrect conclusions? These
understandable criticisms need to be addressed.

Because economics is a difficult subject area, involving complex interactions
among many people and variables, the pedagogical approach to learning the
subject generally involves initially making many assumptions about behaviour
and relationships in order to build simple models. A model in general terms is
a representation of a system, which is simplified in order to illustrate the
important features and relationships involved. Economic models often involve
diagrams, graphs or equations. Basic analysis is then performed with these
models, and conclusions drawn. This again relates to the neoclassical approach.
The first and second reasons for using this approach have now been discussed;
the third reason is that it provides this very useful starting point, by making
necessary assumptions. The conclusions from this simplified model often turn
out to be erroneous, not because of errors of analysis, but because the assump-
tions on which the analysis was based were unrealistic. In order to make
progress these assumptions must be gradually relaxed, thus making the situa-
tion more realistic, and allowing better theories and conclusions. However, the
greater complexity of the situations being analysed requires more sophisti-
cated models and tools of analysis, and algebraic analysis is largely used
throughout this book because of its ability to show more explicitly the relation-
ships between multiple variables. In the majority of cases these extensions of
the basic model can be incorporated into a neoclassical framework.

The pedagogical approach described above will become clearer as it is
illustrated well in the next chapter. The starting point, as with many other
chapters, is the body of knowledge involved in any introduction to microeco-
nomics. The framework of analysis is then developed accordingly. Case Study
1.2 illustrates the range of issues discussed in this chapter; in particular: the
different perspectives and objectives of various decision-makers, factors that
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Case study 1.2: Import quotas on Japanese cars

In 1980 the United Auto Workers (UAW) and Ford
Motor Company petitioned the International Trade
Commission (ITC) to recommend relief from import
competition; during the first half of that year foreign
car companies shipped 1.2 million passenger cars to
the United States, an increase of 21 per cent over the
previous year. The foreign share of the US new car
market increased from 17 per cent to 25 per cent in
that period.” US car manufacturers and workers faced
big problems. American Motors sold out to Renault,
Chrysler made huge losses and was forced to sell
most of its foreign subsidiaries, Ford made even
larger losses and General Motors had to borrow
large sums to keep afloat. By the end of 1980
193,000 out of 750,000 members of the UAW
were unemployed.

The ITC rejected the appeal, saying that the
problems of the motor industry were due to a shift in
demand to small, fuel-efficient cars caused by higher
petrol prices, and that the industry had failed to
anticipate this. The reason for the US consumers’
preference for Japanese cars was debatable. One
theory, along the lines of the ITC position, was that
imports were perceived as having better fuel
economy, engineering and durability. This was
supported by a survey of 10,000 US households
carried out by the Motor and Equipment
Manufacturers Association. Supporters of this theory
felt that imports should not be limited.

However, another theory was that price
differences created by labour cost differences were
the cause. The Bureau of Labor Statistics estimated
that average Japanese car workers’ wages and
benefits in the first half of 1979 were only half those
of US car workers. Those supporting this theory
largely favoured taxing imports in order to raise their
prices.

The arguments for protecting or aiding the US
motor industry were based on two main premises.
The first was that the costs of unemployment were
higher than the increased costs to consumers of
limiting imports, and the second was that the US
manufacturers could recover and become fully
competitive with imports if they were given
temporary help. The firstissue involved an estimation
of the hardships of being unemployed, the adverse
effect of their lost purchasing power on other
industries, and the higher taxes necessary to support

the unemployed. A New York Times poll> showed
that 71 per cent of Americans felt that it was more
important to protect jobs than to get cheaper foreign
products. The second issue related to the past
performance of US manufacturers, the possibility of
achieving economies of scale and higher productivity
with new plants. Ford, for example, estimated that
the conversion of its Dearborn engine plant would
cost $650 million but would increase productivity by
25 per cent.

Those who rejected the idea of protection, like the
ITC, blamed the managers of the US companies for
their bad decisions. They claimed that these
managers and firms should not be rewarded at the
expense of the consumer and taxpayer, who would
not only face higher prices and taxes, but also suffer
from limited choice. Retaliation from foreign
countries was another problem that they said might
ensue from any kind of protection.

The UAW was mostly concerned about
maintaining jobs rather than protecting the profits of
the manufacturers. They thus pushed for foreign
manufacturers to produce in the United States and to
have 75 per cent of their parts produced in the US.
This was against the interests of the manufacturers,
who were trying to produce cars globally by buying
parts in many different countries wherever they could
be bought cheapest. The Ford Escort for example,
which was assembled in the United States, Britain
and Germany, contained parts from nine countries.
The UAW gathered much public support and, with
opposition from consumers being largely
unorganized, was successful in 1981 in obtaining a
‘voluntary’ agreement with Japan to limit car exports
to the United States to 1.68 million units a year for
three years. Japanese producers and politicians
entered the agreement fearing that lack of co-
operation could result in even stricter limits. When
the agreement expired, Japan continued to limit
exports, but by that time the major manufacturers
like Honda, Toyota and Nissan already had plants in
the United States and sales from these soon
outnumbered imports.

The effects of the import quotas are also
controversial. The US car industry did recover, but
some of this was due to the economy moving out of
recession. US consumers switched back to
consuming more expensive and profitable cars, but
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this was partly an effect of the import restrictions,
which gave US consumers little choice except to buy
more expensive cars. The limits on Japanese imports
were in quantity not in value; therefore Japanese
firms redesigned their cars to make them more
luxurious and expensive. During the three years of
the original export agreement, the average Japanese
import increased by $2,600; a Wharton Econometrics
study attributed $1,000 of this to the import limits. In
the same period the prices of US-made cars
increased by 40 per cent.®

Questions

1 Explain how different theories presented in this
case study are supported and how they can be
tested in general terms.

2 Explain why the results of the New York Times poll
reported above are meaningless.

3 Explain the conflict of interest between the US car
manufacturers and the UAW.

4 Why would the Japanese car manufacturers be
willing to co-operate with the limiting of their
exports to the United States?

5 Explain how the costs and benefits of the import
quotas can be estimated in monetary terms,
describing any problems involved.

6 One study’ estimated the cost of the quotas at
$160,000 per job saved. In view of this, why do you
think the quotas were implemented?

7 Explain the differences between the decision-
making processes of the US car manufacturers and
the US government.

are relevant in the decision-making process, the identification and measure-
ment of costs and benefits, and the value of empirical studies.

1.4.3 Tools of analysis: demand and supply

The concepts of demand and supply are among the most important in all
economics. They are of course not the only tools of analysis in the economist’s
armoury, but they allow us to identify and understand the relevant factors in
analysing many economic situations. It is assumed at this point that students
already have some familiarity with these concepts, but a brief review is in
order here, so that we can then see their application to a situation that has
caused considerable controversy in recent years, the subject of equal prize
money in tennis.

a. Demand

In the economic sense demand refers to the quantities that people are or would
be willing to buy at different prices during a given time period, assuming that
other factors affecting these quantities remain the same. For reasons explained
in Chapter 3 on demand theory, there is generally an inverse relationship
between the quantity demanded and the price charged, and this is customarily
shown in the downward-sloping demand curve, although the relationship can
equally be expressed in terms of a function or equation. The demand relation-
ship is determined by many factors, but consumer tastes are fundamental. This
applies both to products and to the services of people in the labour market.

b. Supply
In the economic sense supply refers to the quantities that people are or would
be willing to sell at different prices during a given time period, assuming that
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other factors affecting these quantities remain the same. When talking about
the supply of products it is often the costs of production that are most impor-
tant in determining the supply relationship, and generally there is a direct
relationship between the quantity supplied and the price offered, with more
being supplied the higher the price. However, in factor markets, in particular
the labour market, supply is more complex. The availability of people with the
relevant skills, the pleasantness of the work and the opportunity cost involved
are all important factors.

In order to get a further flavour of what analysis in managerial economics is all
about, it is useful to consider the next case study, where there have been a lot of
views expressed which show a lack of understanding of economic fundamentals.

Case study 1.3: Equal prize money in tennis

A British cabinet minister has now stepped into the
debate regarding equal prize money at Wimbledon,
the British Open tennis championships. Patricia
Hewitt (no relation to the men’s winner), the Trade
and Industry Secretary, announced that it is ‘simply
wrong' that the winner of the men'’s singles should
collect £525,000, while the women’s winner should
receive only £486,000, when they had both worked
equally hard.

The debate regarding prize money is not new, and
has aroused some strong feelings in the last ten
years. The 1996 men's champion, Richard Krajicek,
commented in 1992 that most women players were
‘fat, lazy pigs’ who deserved to win less. This attracted
a storm of protest from many supporters of women'’s
tennis, and these supporters and lobbyists have been
successful in gradually reducing the differentials in
prize money. Tim Henman, the British number one
player, attracted criticism in 1999 for accusing female
players of being ‘greedy’ in demanding more prize
money in ‘Grand Slam’ tournaments. The situation in
2002 was that in the four ‘Grand Slam’ tournaments
the prize money was equal for men and women at
both the US and Australian Opens, but interestingly
the women'’s prize money was only half that of the
men'’s at the French Open.

Let us consider some of the main arguments that
have been put forward both for and against equal
prize money:

FOR

1 Women have to train just as long and hard as men.

2 The ball is in play longer in women's matches,
because the game involves more rallies and less

‘serve and volley’ tactics, according to research by
the Women'’s Tennis Association.

3 Female stars are just as popular with the crowds as
male players.

4 Unequal pay is an example of unfair discrimination,
which in many countries is illegal.

AGAINST

1 Men have to play the best of five sets, while women
only play the best of three. Therefore men play
longer. Research from Stirling University shows
that, on this basis, men earn less. The 1998 men's
singles champion, Pete Sampras, earned £26,270
per hour, compared with £42,011 per hour
received by the women'’s champion, Jana Novotna.

2 Competition at the top of women'’s tennis is less
stiff, allowing female stars to compete in the
doubles more easily, and win two prizes. The
combination of singles and doubles prizes for
women would exceed the singles prize for men.

3 Male players attract bigger crowds.

4 Women are not as good as men.

The last point has also raised argument, since it is
difficult to make any objective evaluation. On a purely
objective measure, the top female stars serve nearly
as fast as the top male players, but obviously there
are many other factors which make a top tennis
player apart from a fast serve. In a recent television
interview John McEnroe, never one to shy away from
controversy, opined that the top female seed at
Wimbledon in 2002, Venus Williams, would only rank
about number 400 in the world among male players.

Adding another dimension to the debate is
sponsorship income. Anna Kournikova has never
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won a major tournament; she is currently ranked
number 55 in the world. Her career total prize
winnings amounted to just under £3 million at the
end of 2001. However, it is estimated that she has
accumulated around £50 million in sponsorship
income, mainly from Adidas, the sportswear
supplier. Although sponsorship income tends to be
directly related to the talent of the player, as
reflected in computer rankings, there are obviously
other factors that are relevant. However, one
factor that is important here is that sponsorship
income is determined much more by the market
forces of demand and supply than is the amount of
prize money in a tournament. The amount of
tournament prize money at Wimbledon is
determined by the management committee of the
All England Club.

What do the public make of all this? In a recent
television poll by the BBC the viewers calling in were

Summary

nearly equally divided: 51 per cent thought the men
should receive more, 49 per cent thought prize
money should be equal.

Questions

1 Do the observations by Patricia Hewitt make any
sense in economic terms?

2 How relevant is hard training to determining prize
money?

3 How relevant is length of playing time to
determining prize money?

4 Why is sponsorship relevant to the prize money
debate? Is it a good idea to relate prize money to
sponsorship?

5 Can you suggest any way of using economic forces
to determine prize money? What about having an
‘open’ championship where men play women,
with no distinction between men's singles and
women's singles?

1 Managerial economics is about the application of economic theory and
methods to business decision-making.
2 The term business must be considered in very broad terms, to include any
transaction between two or more parties. Only then can we fully appreciate
the breadth of application of the discipline.
3 Decision-making involves a number of steps: problem perception, definition
of objectives, examination of constraints, identification of strategies, evalua-
tion of strategies and determination of criteria for choosing among

strategies.

4 Managerial economics is linked to the disciplines of economic theory, deci-
sion sciences and business functions.
5 The core elements of the economic theory involved are the theory of the
firm, consumer and demand theory, production and cost theory, price the-

ory and competition theory.

6 A neoclassical approach involves treating the individual elements in the
economy as rational agents with quantitative objectives to be optimized.

7 Positive statements are statements of fact that can be tested empirically or

by logic; normative statements express value judgements.
8 The application of economic principles is useful in making both of the above

types of statement.

9 A theory is a statement that describes or explains relationships between
phenomena that we observe, and which makes testable predictions.



Nature, scope and methods

10 Economic theories have to be tested using empirical studies and econo-
metric methods.

11 Economics is a discipline that proceeds by initially making many assump-
tions in order to build simple models, and then gradually relaxing these
assumptions to make things more realistic and provide better theories.

12 As the situations being analysed become more complex, so more sophisti-
cated and advanced methods of analysis become necessary.

Review questions

1 Why is the subject of managerial economics relevant to the problem of
global warming?

2 What is meant by the decision-making process?

3 Give some examples of transactions that are not normally considered as
business transactions.

4 Explain, using the car import quota case, how different and conflicting
theories can arise.

5 What is meant by a ‘good’ theory?

6 Explain, using examples, why it is important for managers to have good
theories.

7 Why when we study economics do we tend not to learn good theories to start
with?

Notes

‘What to do about global warming’, The Economist, 18 November 2000.

‘Hot potato revisited’, The Economist, 6 November 2003.

B. Lomborg, The Skeptical Environmentalist, Cambridge University Press, 2001.

‘U.S. autos losing a big segment of the market - forever?’, Business Week, 24 March
1980: 78-85.

“7 out of 10 Americans agree’, New York Times, 6 November 1980: A23.

C. Collyas and S. Dunaway, ‘The cost of trade restraints: the case of Japanese auto-
mobile exports to the United States’, International Monetary Fund Staff Papers, 34 (March
1987).

7 R. Dardis and ].-Y. Lin, ‘Automobile quotas revisited: the costs of continued protec-
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Objectives

1 To introduce and define the concept of the firm and its nature.
2 To discuss various methods for undertaking business transactions.
3 To compare the advantages and disadvantages of using the market rather
than internalizing transactions within the firm.
4 To explain the nature of transaction costs.
5 To introduce the concept of the profit-maximizing model.
6 To describe the various assumptions which frequently underlie the profit-
maximizing model and explain why they are made.
7 To explain the limitations of the basic profit-maximizing model.
8 To consider the nature of the agency problem in terms of how it affects
firms’ objectives.
9 To consider the problems associated with the measurement of profit, and
the implications for objectives.
10 To consider the nature of the shareholder-wealth profit-maximizing model
and its limitations.
11 To consider the implications of risk and uncertainty as far as objectives are
concerned.
12 To consider multiproduct firms and the implications for objectives.
13 To summarize the strengths and weaknesses of the profitmaximizing
model in comparison with other models.
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INTRODUCTION

2.1 Introduction

The neoclassical theory of the firm is sometimes called a ‘black box’. What this
means is that the firm is seen as a monolithic entity; there is no attempt
to probe inside the box and explain why firms exist in the first place, or how
the individuals who constitute firms are motivated and interact. Therefore,
before examining business objectives, it is necessary to address these more
fundamental issues. Sometimes these aspects are omitted from courses in
managerial or business economics, since they can be viewed as aspects of
organizational behaviour. However, we should not think of economic aspects
and behavioural aspects as being two distinct areas of study. Any behaviour has
economic aspects if it involves the allocation of resources. As we shall see, the
motivation and decision-making of individuals are more fundamental than
that of the organizations which they form.

There are six main areas of economic theory that are involved in the
examination of the nature of the firm: transaction cost theory, information
theory, motivation theory, agency theory, property rights theory and game
theory. These are now described briefly before being examined in greater
depth.

a. Transaction cost theory

This examines the costs of undertaking transactions in different ways. These
include trading on spot markets, long-term contracts with external parties and
internalizing transactions within the firm. Different methods are appropriate
under different circumstances.

b. Information theory

This examines the concept of bounded rationality, and the associated aspects
of incomplete contracting, asymmetric and imperfect information. These give
rise to opportunistic behaviour, which in turn affects the behaviour of other
parties and can lead to inefficiencies.

c. Motivation theory

This examines the underlying factors that cause people to behave in certain
ways. In economic terms we are searching for general principles which can be
used to explain and predict behaviour.

d. Agency theory

This examines the situation where one party, an agent, is involved in carrying
out the wishes of another, a principal. This happens very frequently in all sorts
of transactions; indeed it is the cornerstone of democracy, where people elect a
government to govern on their behalf. The nature of the resulting problem is
that principal and agent usually have goals that do not exactly coincide, and that
the principal can only partially observe the behaviour of the agent. Therefore
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principals have to engage in monitoring activities and design incentives in
ways that optimize their own welfare.

e. Property rights theory

This examines the nature of ownership, and its relationship with incentives to
invest and bargaining power. On this basis it predicts the allocation of property
rights on the basis of efficiency.

f. Game theory

This examines the strategic interaction of different agents. The key to under-
standing this strategic interaction is that the behaviour of one party affects the
behaviour of other parties, and the first party must consider this in determin-
ing their own strategy. Furthermore the first party must also consider that the
other party or parties will also consider the first party’s considerations in
determining their own strategy. This area of economics has expanded greatly
in the last twenty years, and, in view of its importance, a separate chapter,
Chapter 9, is devoted to its discussion.

There is a lot of interaction among the six areas, and this creates some pre-
sentational issues. The first five areas are now discussed in some detail; how-
ever, since the relevant aspects of information economics are incorporated in
agency theory, these will be discussed in a single section to avoid excessive
repetition. Also, agency costs are involved in transaction cost theory, so agency
theory is introduced in section 2.2, and then developed further in section 2.4.
During this discussion many instances will arise where strategic interaction is
involved. A more detailed and mathematical analysis of these interactions is
postponed until Chapter 9, since the main applications of game theory involve
both the theory of the firm and competition theory.

2.2 The nature of the firm

Managers manage organizations; therefore we must first ask the fundamental
questions: what are organizations and why do they exist? The answers to these
questions lead to a discussion of transaction cost theory, since by then the
context and importance of transactions will have become apparent.

2.2.1 Economic organizations

Organizations occur at many different levels; the most comprehensive eco-
nomic organizations are worldwide, for example the United Nations, the
World Trade Organization and the International Monetary Fund. There are
also many other organizations that are international, in particular trading
blocs like the European Union. The economies of individual nations form
the next level of organization. All of these organizations are ultimately com-
posed of individuals and are created by individuals in order to serve particular
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purposes, which are ultimately some compromise of individual purposes.
They are also managed by individuals and their performance can be evaluated
in terms of certain criteria, which at this level can be difficult and controversial
to determine, since they tend to involve value judgements made by large
numbers of individuals.

The main types of organization that we are concerned with examining are
business organizations, consisting of corporations, partnerships and sole pro-
prietorships. In order to understand why such organizations exist we first need
to consider the benefits of co-operation and specialization. In any organization
different people perform different functions, each specializing in some parti-
cular activity; the advantages of such specialization have been known for a
long time, ever since humans specialized in either hunting or gathering
hundreds of thousands of years ago. Adam Smith gave the famous example
of the pin factory, where workers specialized in pulling a wire, straightening
it, cutting it to a specific length, sharpening it to a point, attaching the head, or
packaging the final product. The resulting output was much greater than
would have occurred if each worker had performed all the activities above.

Business organizations are independent legal identities, separate from the
individuals that form them. This enables them to enter into binding contracts
that can be enforced by the legal system (albeit at some cost). This means that
the firm is really a legal fiction which simplifies business transactions because
it enables the firm to contract bilaterally with suppliers, distributors, workers,
managers, investors and customers, rather than there being a situation where
each party has to enter into complicated multilateral arrangements. Thus
Alchian and Demsetz' have labelled the firm a nexus of contracts, meaning
that the firm can be viewed as a hub in a hub-and-spoke system.

In order to develop our understanding of the above concept, imagine an
individual who wants to create a university. Such an undertaking requires the
co-operation of a large number of individuals. In the case of a university this
may have to be built from scratch, and therefore the creator may have to enter
contracts with construction companies to erect the necessary buildings, once
they have bought or rented the land. They have to hire various types of
administrator and faculty; they have to provide catering facilities, recreational
facilities, computer facilities, cleaning services, repair and maintenance ser-
vices, gardening services; they have to provide communications facilities and
transportation facilities; they need basic utilities such as gas, water and elec-
tricity; they need insurance to cover various types of risk; they probably want
some kind of accreditation from a reputable organization; they may need
finance from various investors; they also need customers, meaning students
or, arguably, their parents. Many bilateral contracts are necessary here,
between the university and the various other parties. However, imagine the
situation if there were no firm forming a hub of the system; each faculty
member would have to contract with every single student that they taught!

The discussion so far illustrates that the most appropriate level of analysis for
most economic behaviour is the individual and the transaction. A transaction
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refers to an exchange of goods or services. Transactions can be performed in the
following three ways:

1 Trading in spot markets
2 Long-term contracts
3 Internalizing the transaction within the firm.

Each of these has certain advantages and disadvantages related to the transact-
ion costs involved. The nature and implications of these transaction costs now
need to be discussed.

2.2.2 Transaction cost theory

Transaction costs are related to the problems of co-ordination and motivation.
Costs will occur whichever method of transaction is used, spot markets, long-
term contracts or internalization within the firm, but they will vary according
to the method.

a. Co-ordination costs

These costs are sometimes referred to as Coasian costs, since Coase was the
first economist to examine them in detail.” The following categories of costs
can be determined here:

1.Search costs. Both buyers and sellers have to search for the relevant informa-
tion before completing transactions. Such information relates to prices, quality,
delivery and transportation; in markets this search is external, while within
organizations, information held in different parts of the organization must be
transmitted through the relevant channels to the decision-makers. Even in
highly efficient markets like stock exchanges a large amount of resources, in
terms of physical assets like buildings and computers and human assets in the
form of brokers, is devoted to providing the relevant information.

2. Bargaining costs. These are more relevant when markets are involved, where
negotiations for major transactions can be protracted, but even within the firm,
salary and wage negotiations can also be costly in terms of the time and effort of
the parties involved.

3. Contracting costs. There are costs associated with drawing up contracts;
these take managerial time and can involve considerable legal expense.

b. Motivation costs

These costs are often referred to as agency costs. This area is discussed in more
detail in section 2.4 on the agency problem, but at this stage we can observe
that there are two main categories of such costs.

1. Hidden information. This relates to asymmetries referred to earlier. One or
several parties to a transaction may have more information relevant to the
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transaction than others. A classic example of this is the secondhand car
market, where sellers have a big advantage over buyers. This has many con-
sequences for the market, which are discussed later, but one obvious effect is
that buyers may have to devote resources to obtaining more information (for
example, paying for an engineer’s inspection of a car).

2. Hidden action. Even when contracts are completed the parties involved
often have to monitor the behaviour of other parties to ensure that the terms
of the contract are being upheld. Monitoring and supervision are costly, and
there is a further problem because this behaviour is often difficult to observe
directly. This problem is known as ‘moral hazard’. The situation is even more
costly if legal action has to be taken to enforce the terms of the contract.

Transactions have a number of attributes which affect the above costs and
therefore affect the way in which they are conducted, in particular asset
specificity, frequency, complexity and relationship with other transactions.
Asset specificity refers to how easy it is for parties in a transaction to switch
partners without incurring sunk costs, meaning costs that cannot be recovered.
For example, a firm that commits itself to building a facility designed for a
specific customer will usually want to be protected by a long-term contract.
Again, transactions that are repeated frequently may most easily be conducted
by having a long-term contract instead of negotiating individual spot transac-
tions, as with obtaining cleaning and catering services.

One of the main implications of transaction cost theory is that there is an
optimal size of the firm from the point of view of minimizing transaction costs.
Generally, as the firm increases in size and incorporates more transactions
internally as opposed to transacting in the market, those costs associated with
using the market decrease, while those costs associated with co-ordination
increase as the amount of administration and bureaucracy increases. There is
thus a trade-off situation, with the optimal size of the firm being at the point
where ‘the costs of organizing an extra transaction within the firm become
equal to the costs of carrying out the same transaction by means of an exchange
on the open market or the costs of organizing another firm’.”

It should be realized that the optimality situation described above is only
optimal from the point of view of transaction costs. In practice there are a
number of other considerations that will be relevant in determining the actual
size of the firm, and these will be examined in the remainder of this chapter.

2.2.3 Motivation theory

In order to understand the nature of the firm we must first appreciate that any
firm consists of individuals, and that viewpoint has already been emphasized
in the previous section. In order to understand the behaviour of these individ-
uals we must in turn examine the nature of motivation. Economists tend to
assume that people in general act in such a way as to maximize their individual
utilities, where these utilities are subjective measures of value or satisfaction.
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Thus the fundamental pillar in the basic economic model of behaviour is that
people are motivated by self-interest. This has been a feature of the economic
model of behaviour since the days of Adam Smith, who famously stated: ‘It is
not from the benevolence of the butcher, the brewer, or the baker that we
expect our dinner, but from their regard to their own interest.”* The neoclas-
sical economist Edgeworth expressed the same attitude even more forcibly:
‘The first principle of Economics is that every agent is actuated only by self-
interest.”

The resulting behaviour is sometimes said to typify homo economicus.
However, it is not just economists who make use of this basic assumption. It
has been applied in the fields of politics, for example by Downs,’ in law, by
Posner,” and in crime, by Becker,® to mention just some of the more important
areas and contributions. However, some of the most fundamental contribu-
tions have come in the fields of evolutionary biology and psychology, in
connection with what has sometimes been referred to as ‘selfish gene’ theory.
This term was originated by Dawkins,” but there have been many other similar
accounts, in particular by Hamilton,'® Maynard Smith,"'" Pinker,'” Ridley,"*
Trivers'* and Williams.'” It is not within the scope of this text to review the
findings here in any detail, but we will see shortly that in many respects these
contributions have helped to rescue the economic model from its critics.

The main criticisms are that the economic model is too narrow and ignores
altruistic behaviour and spiteful behaviour.

a. Altruistic behaviour

Unfortunately some confusion is caused by the fact that various economists,
psychologists and biologists have used the term altruism in different ways.
Some economists, such as Hirshleifer'® and Collard,'” insist that altruism
refers to motivation rather than action. However, biologists tend to view
altruistic motivation as biologically impossible, meaning that it could not
have evolved and survived. They therefore tend to mean by altruistic behav-
iour any behaviour which confers a benefit to others, while involving a cost to
the originator of the behaviour, with no corresponding material benefit (in
monetary or genetic terms). Some biologists do include genetic or material
benefits in their definition of altruism when they refer to kin selection and
reciprocal altruism. Examples of altruistic behaviour frequently mentioned
are charitable gifts, tipping waiters and endangering oneself to help others,
particularly non-relatives, in distress; helping relatives would be an example of
kin selection rather than strict altruistic behaviour.

b. Spiteful behaviour

This can be viewed as the flip side of altruistic behaviour. This is behaviour
which imposes a cost on others, while also involving a cost to the originator of the
behaviour, with no corresponding material benefit. An example is vandalism,
which damages the property of others, while incurring the possibility of being
caught and punished. In the business context it is possible that some industrial
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strikes and stoppages also feature spiteful behaviour, if labour unions are pre-
pared to forgo income in order to damage the welfare of the management.

It is true that the conventional model only considers narrow self-interest, and
basically posits that people act amorally. Milgrom and Roberts'® refer to this
model as an ‘extreme caricature’; it is certainly an oversimplification in some
ways. However, before discarding the model on the above basis, two important
points in the model’s favour need to be considered. First, it is possible to extend
the model to take into account both altruistic and spiteful behaviour. When
the concept of utility is broadened beyond its normal material concerns to
include psychic benefits and costs in terms of emotional satisfaction or dis-
satisfaction, then utility maximization is still consistent with the existence of
altruistic behaviour. Some economists, like Sen,’” would count sympathy as
selfsinterest, being a psychic cost, but still want to define certain actions as
non-egoistic if they involve a detached moral view or commitment. Again,
biologists will have none of this, claiming that such detachment is physio-
logically impossible; if people believe that certain behaviour is wrong they will
automatically incur a psychic cost if that behaviour is seen to exist. Thus
biologists tend to believe that unselfish motivation in the broadest sense is
not viable and therefore refer to altruistic behaviour rather than altruistic
motivation, as mentioned earlier.

As far as the examples of altruistic behaviour given earlier are concerned,
they can now be explained in terms of broad self-interest, which not only takes
into account psychic costs and benefits but also a long-term time frame. People
give to charity because of the emotional satisfaction it yields, which more than
offsets the monetary costs. People tip waiters because they feel guilty if they do
not; the guilt is an emotional or psychic cost. Likewise, people may indulge in
spiteful behaviour which is costly to them provided that the psychic benefits
make it worthwhile. The obvious question here is: what causes the existence
of these psychic costs and benefits? This phenomenon has been explored
by various evolutionary psychologists and certain economists, such as
Schelling,”” Hirshleifer’' and Frank,”” who have given an evolutionary explan-
ation for the existence of the emotions involved. Frank calls this extended model
of broad self-interest a commitment model, where emotions are evolved com-
mitments to behave in seemingly non-egoistic, meaning altruistic or spiteful,
ways. Therefore the existence of these emotions, while seeming to cause irra-
tional behaviour (discussed below), may actually help us to act in our long-term
self-interest. For example, feeling guilty about not returning favours may help us
to gain the co-operation of others; engaging in spiteful acts may cause others to
be wary about cheating us. Frank thus calls his commitment model a ‘friendly
amendment’ to the conventional narrow selfinterest model. Although this
extended model is more realistic than the conventional model, it is far more
complex and difficult to implement in practice.

A second point in favour of the narrow self-interest model is that it is still
very useful. As with any theory, it stands or falls by its ability to explain and
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predict, as discussed in the first chapter. On this basis the assumption of
utility maximization in the conventional neoclassical sense is still able to
explain and predict a large amount of human behaviour. As Milgrom and
Roberts”® point out, even though the model may be a caricature, its predic-
tions are not very sensitive to relaxations of its assumptions. They give the
example of a bank, which has guards, vaults, security systems and audits as
the model would predict, even though many honest people would not rob an
unguarded bank.

There is one final objection that can be raised regarding the narrow self-
interest model: by teaching that people are selfish and opportunistic it
encourages socially undesirable behaviour. When people expect to be cheated
they are likely to behave in the same way, as seen in more detail in the chapter
on game theory. There is some evidence that this is true, in that economics
students have been found in some studies to be more selfish (in the sense of
showing narrow self-interest) than other students (maybe that is why they
were studying economics in the first place). Against the accusation that I am
corrupting public morals, I will plead first that the broad self-interest, or
commitment, model is a ‘better’ model than the conventional economic
model, and second that my purpose in writing this text is not to improve
people’s moral behaviour, merely to aid an understanding of it.

2.2.4 Property rights theory

This is a relatively new area of economic theory, opened up in the 1980s, with
a seminal paper by Grossman and Hart in 1986.”* The focus is on the issue of
ownership; the nature of ownership and its relationship with incentives to
invest and bargaining power are the key features of this model.

The institution of private ownership and the associated property rights is
one of the most fundamental characteristics of any capitalist system. Its main
advantage compared with the state ownership of the majority of assets found
in communist countries is that it provides strong incentives to create, main-
tain and improve assets. However, we must ask the question: what does it
mean to own an asset? This question turns out to be particularly difficult to
answer for a complex asset like a firm.

There are two main issues involved in dealing with this question: residual
control and residual returns. These are discussed first, before turning to the
issues of efficiency and the allocation of property rights.

a. Residual control

Even for simple assets the concept of ownership is more complex than it might
seem at first sight. Take a hi-fi system; you are free to use it when you want, but
the noise level you are permitted to play it at is often limited by law, according
to time of day. You may not be allowed to use it in certain locations. You may
not be permitted to play certain material on it, particularly if it involves public
broadcast as opposed to private use. Usually there are no limits on lending it
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out or selling the asset. However, we can now see that the owner has residual
rights of control, in the sense that the owner’s decisions regarding the asset’s
use are circumscribed by law and by any other contract involving the rights of
other parties to use of the asset. Therefore property rights are limited in
practice, even in a capitalist system.

As we have seen in the previous section, contracts in practice tend to be
incomplete. Therefore the residual rights of control are by necessity unspeci-
fied, but relate to all those that are not explicitly regulated by law or assigned to
other parties by contract. This makes the process of contracting much easier,
but it can lead to ambiguities for complex assets like firms, as is seen shortly.

b. Residual returns

It is a fundamental feature of ownership of an asset that the owner is entitled
to receive income from it. With some assets like cars or buildings this could be
arental income, but there would be some expenses involved, like maintenance
and repair, and the liability to pay these would have to be specified in the
contract. Likewise, there may be a legal obligation to pay taxes on the income.
Thus, again, the returns received by the owner can be viewed as residual. We
will consider the situation relating to the residual returns for firms once the
issue of the allocation of property rights has been considered.

The central idea of the property rights view is that bargaining power - and
the assets that confer bargaining power - should be in the hands of those
people whose efforts are most significant in increasing the value of the busi-
ness relationship. Giving these people more bargaining power ensures that
they receive more of the rewards from investing time and energy and, thus,
that they have a stronger incentive to make these investments.>” This is a
slightly oversimplified view, but it illustrates the main principles involved.”®
Decisions about asset ownership - and hence firm boundaries - are important
because control over assets gives the owner bargaining power when unfore-
seen or uncovered contingencies force parties to negotiate how their relation-
ship should be continued.”’

In the model often called the classical firm, the ‘boss’ both has residual control
and receives residual returns. Assuming property rights are tradable the market
for corporate control ensures that those people who are bosses are those best
suited to the position. Furthermore, since control and returns are both vested in
the same person, the boss has maximum incentive to manage the firm in a
profitable manner, just as the owner of a simple asset like a car has an incentive
to use the car efficiently, compared to a renter, who has no such incentive. In
reality there are a number of problems with this oversimplified view. In public
companies there are essentially four parties who can lay claim to certain rights of
ownership and control: shareholders, directors, managers and other employees.

1. Shareholders. In legal terms shareholders own the company, but in practice
their rights are quite limited. They have voting rights on issues such as changing
the corporate charter, electing and replacing directors, and, usually, mergers.
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However, they have no say in other major strategic issues, such as hiring
managers, determining pay levels, setting prices or budgets, or even determin-
ing their own dividends. Thus the rights of shareholders cannot be viewed as
being residual; they are specified by law.

2. Directors. The board of directors certainly appears to have residual control,
making many of the major strategic decisions of the firm, including hiring the
managers and setting their pay levels. However, the directors do not have a
claim to the residual returns; these essentially belong to the shareholders.

3. Managers. In practice the senior managers may have effective control over
many of the major strategic decisions of the firm. This is because they control
the flow of information within the firm and set the agenda for many board
decisions; because shareholders rely on information from managers in elect-
ing the board, the managers may effectively determine board nominations.
Thus there is a problem of asymmetric information in terms of managers
having more information regarding the firm’s operations than either board
members or shareholders. There is also a problem of moral hazard in that it is
difficult for either directors or shareholders effectively to monitor the activities
of managers.

4. Other employees. This relates to non-managerial workers; again managers
rely on such workers to provide them with information, and also to carry out
managerial decisions. Thus, although like managers they have no residual
claims on the firm, they do exercise some control. Once more the problems
of hidden information and hidden action are present; in this case the other
employees have more information than managers, and the managers are not
able to observe their behaviour easily.

Thus the concept of ownership of the firm, particularly in the case of the
public company, is fraught with difficulties. In practice there are subtle differ-
ences in the nature of ownership between different firms, according to factors
like the diversification of shareholders and the nature of the production
process, and these tend to lead to different organizational forms.

The situation is made even more complex by the fact that the returns to the
various parties above are not simply in terms of current financial compensa-
tion. Managers can profit from obtaining experience, and from increased
prestige, which often comes in the form of perquisites like company cars
and expense accounts. Such returns are often in direct conflict with the
residual returns to shareholders. Employees also benefit from training and
experience as well as in terms of wages and salaries. They also benefit from
taking leisure while working (‘shirking’), which again is in direct conflict with
the interests of shareholders, and also the interests of managers, if the latter
can be held responsible for the resulting lack of productivity.

It can already be seen that there are a number of agency problems involved
in the nature of the firm, and the implications of these will be explored more
fully in section 2.4 and in case study 2.1 on corporate governance. Before doing
so it is useful to examine the standard economic model concerning the object-
ives of the firm, the basic profit-maximizing model.
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2.3 The basic profit-maximizing model

In economic analyses the most common objective that firms are regarded as
pursuing is profit maximization. This is a fundamental element in the neo-
classical model described in Chapter 1, and is part of the more general assump-
tion that economic entities rationally pursue their self-interest, discussed in
the previous section. Using the marginal analysis on which much neoclassical
theory is based, the basic profitmaximizing model (BPM) prescribes that a firm
will produce the output where marginal cost equals marginal revenue. Both
concepts are explained in more detail in later chapters, but at this stage a
simple diagram will suffice. Figure 2.1 illustrates a rising marginal cost (MC)
curve, where each additional unit costs more than the previous one to pro-
duce, and a falling marginal revenue (MR) curve, assuming that the firm has to
reduce its price to sell more units. The output Q* is the profit-maximizing
output. If the firm produces less than this it will add more to revenue than to
cost by producing more and this will increase profit; if it produces more than
Q* it will add more to cost than to revenue and this will decrease profit.
Although there is much intuitive appeal in the assumption of profit max-
imization, it should be realized that it, in turn, involves a number of other
implicit assumptions. These assumptions now need to be examined, consider-
ing first of all their nature, then their limitations, and finally their usefulness.

2.3.1 Assumptions
The basic profit-maximizing model incorporates the following assumptions:

1 The firm has a single decision-maker.

2 The firm produces a single product.

3 The firm produces for a single market.

4 The firm produces and sells in a single location.

Q* Output

Figure 2.1. Profit Maximization.
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5 All current and future costs and revenues are known with certainty.
6 Price is the most important variable in the marketing mix.
7 Short-run and long-run strategy implications are the same.

a. Single decision-maker

The meaning of this assumption is self-explanatory, unlike some of the other
assumptions. It is also obvious that it is not a realistic assumption since in any
firm above a small size the owner, or anyone else, is not going to have time to
be able to make all decisions. Thus the decision-making process involves
delegation, so that decisions of different importance and relating to different
functional areas are taken by different managers and other employees, while
the board of directors and shareholders still make some of the most important
decisions. This leads to an agency problem, as we have seen, which is discussed
further in the remainder of this chapter.

b. Single product

Again this assumption is self-explanatory in meaning, as long as we remember
that the majority of products sold now are services rather than goods. It is also
clear that this assumption has even less basis in reality than the first one. Even
small firms may produce many products, while large firms may produce
thousands of different products. Given this situation the assumption may
seem hard to justify, yet all analysis at an introductory level implicitly involves
it. The graphical framework of analysis measures quantity on the horizontal
axis, and this can only relate to a single product, or at least similar products.

¢. Single market

This seemingly simple term does need a little explanation. The reason is that
economists have a somewhat different conception of a market from business-
men in many cases. To an economist a market involves an interaction of
buyers and sellers, and this is the interpretation that has been used in the
previous chapter. Such a market does not necessarily have to involve a physical
location; the Internet provides a market, as does NASDAQ and similar stock
exchange systems. However, businessmen and managers often are referring
only to buyers or potential buyers when they use the term market. It is this
sense that is meant in the assumption of a single market. Thus a single market
means a homogeneous group of customers.

d. Single location

While the meaning of producing and selling in a single location is clear, it is
equally clear that many firms do not do this. Some firms produce in many
different countries and sell in many different countries. The reason for using
different locations is the differences in costs and revenues involved. The
analysis of these spatial differentials is a specialized area in terms of the
techniques involved and again represents a complication in the analysis.
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e. All current and future costs and revenues are known with certainty

One might expect a well-managed firm to have accurate, detailed and up-to-
date records of its current costs and revenues. This is necessary in order to
determine a firm’s cost and revenue functions, in terms of the relationships
between these and output; in theory it is necessary to know these to determine
a profitmaximizing strategy. In practice it can be difficult to estimate these
functions, especially in a constantly changing environment. Even if these can
be reliably estimated on the basis of historical data, it still may be difficult to
estimate reliably what these will be in the future, next year, next quarter or
sometimes even next week. This has important implications for any decision
or course of action that involves future time periods, since risk and uncertainty
are involved.

f. Price is the most important variable in the marketing mix

The nature of this assumption requires considerable explanation. First of all
the marketing mix must be defined: it is normally viewed as ‘the set of
marketing tools that the firm uses to pursue its marketing objectives in the
target market’.”® McCarthy”” has developed a classification that is frequently
used, the four Ps: product, price, promotion and place (meaning distribution).
Not all marketing professionals agree on the components of the marketing
mix, but they and business managers do generally agree that price is not the
most important of these. Aspects of the product are normally regarded as the
most important factor. So why then is price assumed to be so important in the
profit-maximizing assumption?

There are two reasons for this. The most important concerns the general
orientation of economists. In any market economy it is the price system that is
responsible for allocating resources. For example, if there is a shortage of a
product or resource its price will rise, causing consumers to cut back consump-
tion and producers to increase production, motivated by profit. These actions
will in turn help to alleviate the shortage and bring the price back down. This
focus on price determination is the core of microeconomics. However, in
managerial economics we are not primarily concerned with price determina-
tion, which essentially treats price as a dependent variable; we more often
treat it from a managerial perspective, as a controllable or marketing mix
variable. In this different context it does not follow that price is the most
important variable. This issue can only be settled empirically, and some evi-
dence regarding the importance of price is discussed in Chapter 4.

A further reason for concentrating on price lies in its ease of measurement.
While it is true that there may be certain problems with this in practice, it is
certainly a far easier variable to measure than product aspects. These problems
are discussed in more detail in Chapter 3.

It is therefore fair to say that the essential reason for the focus on price is the
inherent bias of economists, who tend to view price through a different lens from
business managers. The implications of this practice are discussed in Chapter 10.
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g. Short-run and long-run strategy implications are the same

This assumption means that any strategy aimed at maximizing profit in the
short run will automatically maximize profit in the long run and vice versa.
Again, as will be seen in the following sections, this is not a realistic assump-
tion, with different strategies being appropriate in each case, but the advan-
tage of the assumption is that it simplifies the analysis by ignoring the factor of
the time frame.

2.3.2 Limitations

Some of the limitations of the standard assumptions of the basic profit-
maximizing model (BPM) have already been seen. At this point we need to
focus on four of these:

1 The agency problem. We have now seen that whenever there is more than a
single decision-maker there are inevitably going to be agency costs, even if
we regard managers and other agents as being honest and co-operative,
rather than self-seeking opportunists.

2 The measurement of profit. It is important to realize that the concept of profit is
an ambiguous one, since it can be defined and measured in different ways.
Furthermore, it is unrealistic to assume that decision-makers should only
consider a short-term horizon like a year as far as measuring profit flows are
concerned.

3 Risk and uncertainty. As soon as we start to consider longer time horizons the
existence of risk and uncertainty becomes important. As mentioned in the
previous chapter, this relates not only to the measurement of profit but also
to the agency problem, since principals and agents frequently have different
attitudes to risk.

4 Multiproduct firms. The problem of analysing the behaviour of firms produ-
cing multiple products can only be partly solved by modelling the situation
in terms of drawing multiple graphs (or specifying multiple equations).
Problems of interactions on both the demand and cost sides still remain.

These limitations are examined in the following sections. Before doing this,
however, it is necessary to discuss the usefulness of the BPM, given its obvious
limitations.

2.3.3 Usefulness

There are two main aspects of usefulness to be considered. The first concerns
the implications of the BPM, along with the other elements of the neoclassical
model, in terms of welfare and efficiency. The second involves an aspect that
has already been discussed in the previous chapter, the ability to explain and
predict, combined with sensitivity to a relaxation of assumptions. These are
now discussed in turn.
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a. Welfare and efficiency implications

The neoclassical model is essentially a mathematical model involving consu-
mers and producers, with both individuals and firms acting as both consumers
and producers of inputs and outputs. All profits of firms are distributed to
consumers in the form of dividends. The price system is seen as having the
functions of co-ordination and motivation. The first function concerns the
provision of relevant information to buyers and sellers, while the second is
concerned with motivating buyers and sellers to act according to the prices
charged. On this basis a remarkable and much-celebrated conclusion, known
as the fundamental theorem of welfare economics, can be mathemati-
cally derived. The conclusion is that, even if we assume in terms of these
Junctions that (1) producers and consumers only have local information, with
no central planning or extensive information-sharing, and (2) producers and
consumers are motivated entirely by self-interest, then the resulting allocation
of resources will be efficient. This conclusion uses the concept of what is called
‘Pareto efficiency’, that nobody can be made beiter off without making some-
body else worse off. There are a number of other assumptions involved in this
conclusion, particularly the ignoring of the existence of market failure. This
aspect is discussed in detail in Chapter 12 on government policy.

b. Ability to explain and predict

Regardless of how nice and neat a set of conclusions is, such conclusions are
useless in practice if the model underlying them is unable to produce accurate
explanations and predictions. This point has been made in both of the first two
chapters. As was noted in connection with the narrow self-interest model, the
profit maximization model also performs well in this respect. The reason is the
same: the model is robust, meaning that it is not very sensitive to relaxations
in its assumptions.

2.4 The agency problem

As stated earlier, agency theory examines situations where agents are charged
with carrying out the desires of principals. Since we have now seen that
different individuals are generally attempting to maximize their own indivi-
dual utilities, there is often a conflict of interest between principal and agent.
The nature of the resulting problem is a misalignment of incentives, and much
of agency theory is concerned with designing incentives so as to correct for this
situation in the most efficient manner. We need first to consider the nature of
contracts and the problem of bounded rationality, before considering two
problems related to asymmetric information: adverse selection and moral
hazard. Next, strategies for dealing with agency problems are considered.
Finally, the limitations of the standard agency model and alternative agency
models are discussed.
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2.4.1 Contracts and bounded rationality

We have seen in discussing the nature of the firm that contracts are an
important method of conducting transactions. Complete contracts would spe-
cify the rights and obligations of both parties over the whole term of the
contract, and would help to eliminate the agency problem since parties
could be held liable in law for any breach of contract. However, it is usually
impractical to draw up a complete contract that accounts for all possible
eventualities. Such a contract would require the following conditions:

1 All possible eventualities must be foreseen.

2 These eventualities must be accurately and unambiguously specified.

3 In the future it must be possible to determine which eventuality actually
occurred.

4 Courses of action for each eventuality must be determined.

5 The parties must be willing to abide by the terms of the contract, with no
desire to renegotiate.

6 The parties must be able to observe freely the behaviour of the other parties
to ensure that the terms of the contract are being met.

7 The parties must be willing and able to enforce the contract if the terms are
not met.

As an example, take the situation where a firm hires a health club to supply
in-house fitness facilities. Both equipment and staff may be provided under the
terms of the agreement. The supplier may be responsible for the maintenance
of the equipment and its safety. What happens if a user injures himself while
using the equipment? What happens if the equipment is damaged by flooding?
What happens if a member of staff harasses an employee? What happens if
either party wants to terminate the agreement before the stipulated time
period in the contract? Such problems become more complex and difficult to
foresee as the period of the contract increases.

Therefore, in practice, contracts tend to be incomplete, because of bounded
rationality. This means that people cannot solve problems perfectly, costlessly
and instantaneously. Incomplete contracts are sometimes called relational, in
that they frame the relationship between the parties but do not lay down
detailed contingencies or plans. For example, an employment contract may
stipulate that the employee obtain permission in order to take other part-time
employment outside the firm (‘moonlighting’), but it may not specify under
what circumstances such permission may be given or refused. It is implicitly
assumed that employees will perform according to the wishes of their managers,
and their ultimate defence in the face of unreasonable management demands is
to quit, although they may have certain statutory rights regarding dismissal. The
advantage to the firm of contracting in this way is that it saves costs compared
with trying to draw up a more complete contract; the disadvantage is that
incomplete contracts lead to the problems of hidden information and hidden
action, which now need to be discussed.
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2.4.2 Hidden information

The first problem relates to the existence of asymmetric information.
Sometimes this is referred to as hidden information, meaning that one
party to a transaction has more information regarding the past that is relevant
to the transaction than the other party or parties. An example is the second-
hand car market, where sellers have much more information about the history
and condition of the car than buyers. This situation provides an incentive for
pre-contract opportunism; this means that one party can try to take advan-
tage of the other by obtaining better contractual terms than they would obtain
under conditions of perfect information. Thus in the secondhand car market
sellers will try to obtain higher prices than they would get if buyers had
complete knowledge; this presents a strategic situation, since buyers know
this and will therefore not be prepared to pay as much as they might otherwise
do. In turn this leads to a problem known as adverse selection. This means
that only the products or customers with the worst quality characteristics are
able to have or make transactions and others are driven from the market. Such a
situation is obviously inefficient.

In order to understand this phenomenon further, let us examine the second-
hand car market again, and review the conclusions reached in a classic article
by Akerlof.*° According to his analysis, sellers with better-quality second-
hand cars would not put them on the market, since they could not obtain
a good price for them. Buyers discounted them in terms of quality because
of their lack of complete information. This in turn meant that the average
quality of cars on the secondhand market declined, further reducing the prices
that buyers were willing to pay, driving more sellers from the market, and so
on in a vicious circle. The end result was that only ‘lemons’, or the worst-
quality cars, were put on the market. This explained the observation that
secondhand cars that were nearly new were selling for much lower prices
than new cars.

Adverse selection can occur in many situations, and it is not always the
seller who has the informational advantage. The insurance market is an
example where buyers have more information than sellers relating to their
risk profile. However, the result is similar in that buyers with more risk are the
most anxious to take out insurance, driving up premiums, which in turn drives
the less risky buyers from the market. The end result is that only the riskiest
buyers will stay in the market - if they can afford it. This is one reason why
governments often intervene in the market, either providing certain types of
insurance themselves (like health), or requiring buyers to have insurance by
law (drivers). Government intervention, however, does not eliminate the pro-
blem of achieving efficiency, as will be seen in Chapter 12.

The examples of adverse selection given above relate to market transac-
tions, but the problem applies equally well to situations within organizations.
For example, a firm may advertise an employment position at a low salary; it is
likely that only less skilled or experienced persons will apply for the position.
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The question of how firms can reduce this problem of adverse selection and
improve efficiency is discussed in the last subsection.

2.4.3 Hidden action

The problem of hidden action is sometimes referred to as the problem of
moral hazard, in that the behaviour of a party cannot be reliably or costlessly
observed after entering a contract. This, in turn, provides an incentive for post-
contract opportunism. The insurance market is again a good example for
such behaviour; once people take out insurance there is less incentive for them
to take care of the insured property (including their health in the case of health
insurance). The insurance company cannot monitor the behaviour of its cus-
tomers easily, although in the case of large claims it may undertake thorough
investigations.

As with adverse selection, the problem of moral hazard can affect organiza-
tions internally as well as in their external transactions in the market.
Employees may be reluctant to put in much work effort if they know that
such effort will not affect their income, and they believe that the lack of effort
will be unobserved by management. This is the well-known problem of ‘shirk-
ing’. Again, this is a strategic problem and is discussed in more detail in
Chapter 9 on game theory. At this stage it is sufficient to observe that efficient
incentives are again necessary in order for the organization to reduce the
problem.

So far a clear distinction has been drawn between hidden information and
hidden action; they are both aspects of asymmetric information, but the first
relates to past behaviour, prior to the contract, while the latter relates to
behaviour after the contract. The insurance market features both types of
problems, but they have still been seen as distinct. However, in some instances
it may be difficult in practice to determine which problem is applicable.
Milgrom and Roberts®' give the example of a study in Washington D.C.,
where it was observed that the proportion of Volvos going through stop
signs at intersections without stopping was significantly higher than the
proportion of Volvos in the total population of cars in the area. It could be
argued that Volvo drivers were confident regarding the safety of the build of
their cars, and therefore took more risks. This is a moral hazard explanation.
However, it could also be argued that bad drivers tended to buy Volvos because
they knew of their shortcomings as drivers. They therefore ran the stop signs
because they were bad drivers, not because they drove Volvos. This is an
adverse selection explanation, if it imposes costs on Volvo. Without further
information it cannot be determined whether buying Volvos makes bad dri-
vers or bad drivers buy Volvos. Maybe Volvo drivers have another explanation.

A combination of the problems of hidden information and hidden action
has been observed in several firms whose actions had very wide repercussions
for the US economy, notably Worldcom and Enron. There is a multitude of
aspects, including political, legal and social factors, involved in these situations.
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However, one of the main implications of the agency problem is that managers
tend to pursue revenue maximization rather than profit maximization. This
is because the remuneration of managers often depends more on the revenues
of the firm than on its profits. There may be a profit constraint affecting this
objective, in that managers may feel that they have to make a certain mini-
mum profit to keep the shareholders content. Shareholders themselves may
be aware of this situation, and may take measures to remedy it; this aspect is
discussed in the next subsection.

Some of the above issues are discussed in Case 2.1 on corporate governance;
others are discussed in Case 2.2, which also involves the issue of the measure-
ment of profit, and is therefore postponed until the next section.

2.4.4 Control measures

The functions of these measures are (1) to enable the organization to operate
more efficiently, both in terms of its external transactions in the relevant
markets and in terms of transactions internal to the organization, and (2) to
align the interests of the various constituent parties in the firm, managers and
other employees, with those of the shareholders. One major decision, touched
on earlier, is to determine which transactions to undertake internally and
which ones to undertake externally. It should also be mentioned that the
control measures discussed here are those that can be implemented by firms
themselves. If market failure exists, as is the case with imperfect information,
then a case can be made for government intervention. Since 2002 there has
been a greater degree of government intervention in corporate governance,
with the Sarbanes-Oxley Act in the United States and the Higgs Report in the
United Kingdom. This aspect is discussed more fully in Chapter 12.

a. Increased monitoring

The most obvious way of reducing inefficiency is for the firm to obtain more
information on the parties with which it is transacting, both in terms of their
past behaviour and in terms of their behaviour after the contract is signed.
Thus insurance companies can attempt to obtain more details of their custo-
mers in order to assess their risk levels more precisely. For example, drivers
have to reveal all accidents in the last five years, and all motoring offences, as
well as their age, occupation and residential area. They are also often asked the
purposes of usage of the vehicle, annual mileage, whether other drivers are
permitted to drive, whether the car is garaged, whether it is fitted with an
alarm or immobilizer, and so on. Such information allows the firm to segment
its market and, in this case, determine premiums more appropriately. The
drawback is the increased expense involved in collecting and analysing data.

b. Screening

Screening is another way for the firm to segment its market, this time by
undertaking activities designed to result in self-selection in order to obtain the
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relevant private information. It is more commonly used internally, in the
context of hiring appropriate employees, but can be used in external transac-
tions also. An example is a firm wanting to construct a factory that includes
penalty clauses in the construction contract for late completion. When the
contract is put out to tender, only those construction firms which are confi-
dent of completing on time are likely to make offers. Thus private information
regarding the ability of firms to complete work on time is revealed in a self-
selection process.

c. Signalling

Signalling is similar to screening, in the sense that it involves self-selection,
but in this case the behaviour is initiated by the party with the private informa-
tion in an attempt to reveal the private information in a credible manner. Again
this is used both internally and externally; for example, any prospective
employee being interviewed wants to signal their ability and enthusiasm.
The problem in any signalling situation is to achieve credibility. Taking an
example of an external or market transaction, it does not benefit a construc-
tion firm bidding for an important contract to claim that it is highly competent
and provides good value; any firm can do that. On the other hand, if the firm
offers to pay penalties if the project is not completed on time this is a credible
indication of its efficiency in this respect. Similarly, firms can also signal their
good intentions regarding post-contract opportunism in certain respects; guar-
antees or warranties are examples of credible good behaviour, since it may cost
more to honour a warranty than to renege on the contract.

d. Risk-pooling

This is an activity that can best be effectively performed by the state, since it
involves an element of coercion. Health insurance is an example: everyone
may be forced to pay health insurance through the tax system, and the risks of
the population are pooled. This means that those who use the system most end
up paying less than their actual costs, while those who use the system least pay
more than their actual costs, but are unable to opt out of the system by not
paying their taxes. Without the coercion element there will be adverse selec-
tion, since only the least healthy will find it advantageous to pay the premiums
charged. It should be noted, however, that this combination of risk-pooling
and coercion creates a problem of moral hazard. The state health system
becomes a shared resource and is overused; people will visit doctors more
often than if they had to pay the real costs. In order to reduce this problem, the
Swedish government has recently made reforms to their health system
whereby patients are charged a fee for visiting the doctor.

e. Internalization

It has already been seen in the section on transaction costs that in certain
situations firms may find it preferable to internalize transactions rather than
use the market, in order to reduce the inefficiencies associated with asymmetric
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information. Thus firms may take over suppliers if they are concerned that the
suppliers may be selling them inferior materials, and if it is difficult and costly
to ascertain the quality of these materials.

f. Structure of pay incentives

These should be specifically designed to align the interests of managers and
other employees with those of the shareholders. Two methods are being
increasingly used to achieve this: share ownership plans and share options.

1. Share ownership plans. These have now become very common, particularly
in the United States. Sometimes they apply only to managerial employees, but
often all employees are eligible. In the United States there are about 11,500
firms that have Employee Stock Ownership Plans (ESOPs), covering 8.5 million
persons. These essentially act as employee pension plans, whereby the firm
acquires its own stock and places it in trust in the plan. Employees are allo-
cated such shares each year, and they are held in the plan until retirement or
until the employee leaves. There are considerable tax advantages in setting up
such a plan in terms of the company borrowing funds. There may be other
advantages for the company; it may also be in a better position to fight off
hostile takeover bids if more shares are in the hands of employees. Another
reason for the popularity of such plans is that during the boom period for high-
tech and dotcom firms during the 1990s many such companies were not in a
financial position to offer large salaries to employees. They therefore invited
employees to share in the risks of the company by being compensated in the
form of shares, sometimes this being the only form of compensation.
Furthermore, it is possible for directors, who determine the remuneration
structure, to restrict the sale of shares, so that, for example, senior executives
are not able to sell shares for a period of five years from purchase. This serves to
motivate executives to act in the long-run interests of the firm.

For the employees there may be some incentive effects arising from such
schemes in terms of improved performance, but as mentioned above, these
effects are normally very small when the typical employee holds only a tiny
fraction of the total value of equity in the firm. There is an additional dis-
advantage of such plans, which has become more evident in recent years, and
thatis increased exposure to risk. When stock markets tumble, employees can
find they get hit with a double whammy: they may not only lose their jobs
through lack of demand or bankruptcy of the firm, but they may also lose
much of the value of their pensions. There is much to be said for having a
pension plan whose value is based on a widely diversified portfolio.

2. Share options. This form of compensation has become very popular in the
last two decades, particularly for senior executives and CEOs. It has been seen
that in practice managerial compensation is more related to the size of the
firm rather than to the size of profit. As with share ownership plans, the sale
of options can be restricted to certain time limits, preventing sale within
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several years, to discourage short-term manipulation of the share price. One
result of generous share option offerings is that some CEOs have made huge
personal gains; Michael Eisner of Disney was claimed to have earned $203
million in 1993, largely as a result of option ownership. There is some
evidence that share options are now becoming less popular than outright
ownership, particularly after the bear market following 2001. Some employ-
ees prefer shares rather than options, since when the market falls the shares
still have some value whereas the options may be worth nothing.
Furthermore, directors have increasingly become aware that share options
tend to encourage excessive risk-taking by executives, since there is no
downside for the option-holder.

2.4.5 Limitations of the agency model

The model presented up to this point could be described as the standard
agency model. As stated at the start of this section, it focuses on the conflicts
of interest between principal and agent and assumes that agents will indulge
in self-seeking opportunistic behaviour. In other words the standard model is
based on the neoclassical narrow self-interest model of motivation. In recent
years this model has come under attack, mainly on the basis that it ignores
co-operative, or altruistic, behaviour. It is thus claimed to misunderstand and
mispredict many relationships within firms involving managers as either
principals or agents. For example, the behaviour of employees in teamwork
may not fit the model.”” ** Also, the model ignores reputational effects, mean-
ing that firms can benefit from establishing a good reputation by showing
themselves repeatedly to be reliable and honest; this obviously discourages
opportunism.

A particularly comprehensive version of such an alternative agency model
has been developed by Hendry;** this model focuses on the implications of
complexity of objectives and environment, combined with bounded rational-
ity of both principals and agents. He then makes various predictions based on
these conditions, assuming that agents are honest, rather than being self-
seeking opportunists, in pursuing the objectives of principals, at least insofar
as these objectives are specified. His conclusions are that, for the most part,
organizations will behave in terms of structure and incentives in a way very
similar to that predicted by the standard model. Perhaps this should be no
surprise, given the point made by Milgrom and Roberts stated earlier, that the
predictions of the narrow self-interest model are not especially sensitive to
relaxations in its assumptions. The main difference in predicted behaviour
concerns the response to asymmetric information. In the standard model,
shareholders as principals will tend to respond to this situation, where there
is greater managerial discretion, by basing compensation more on outcomes
than on behaviour. Essentially this involves more incentives like share-owning
and stock option schemes, rather than straight salaries. The opposite conclu-
sion is arrived at in Hendry’s model. Unfortunately it is difficult to test the
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different models based on empirical evidence, given the similarity in many of
the predictions.

Now that the nature of firms as organizations and the problems of agency
have been discussed, it is possible to examine a case study relating to the topic
of corporate governance, which has been featured heavily in the media over

the last few years.

Case study 2.1: Corporate governance

Designed by committee®”
How can company boards be given more spine?

‘Coote got me in as a director of something or other.
Very good business for me — nothing to do except go
down into the City once or twice a year to one of
those hotel places — Cannon Street or Liverpool
Street — and sit around a table where they have
some very nice new blotting paper. Then Coote or
some clever Johnny makes a speech simply bristling
with figures, but fortunately you needn't listen to it —
and | can tell you, you often get a jolly good lunch out
of it

The blotting paper has vanished. But to judge by
the crop of scandals currently tormenting American
business, little else about life in the boardroom has
changed since Agatha Christie wrote ‘The Seven Dials
Mystery’ in 1929. As some of America’s best-known
bosses lied, swindled and defrauded their way
through hundreds of millions of shareholders’ funds
in the effervescent late 1990s, boards of directors,
supposedly the guardians and protectors of
shareholders’ interests, appear to have snoozed
through it all.

Dennis Kozlowski, recently ousted from the top of
Tyco, an ill-fitting conglomerate, stands accused of
evading taxes on fine art, which his board may have
lent him the money to buy. Bernie Ebbers, former
boss of WorldCom, a telecoms firm, persuaded his
board to lend him hundreds of millions of dollars so
that he could bet on his company’s share price. The
board of Adelphia, a publicly owned cable company
with a stock worth little, put the company’s name on
$2.3 billion-worth of bank loans to the founding
family, which owns one-fifth of the shares. Not to
mention Enron, whose board rode roughshod over
its own rules in order to allow Andrew Fastow, its
chief financial officer, to benefit personally from the
off-balance-sheet vehicles that he set up.

Scandal leaps from company to company with
bewildering speed, and as share prices collapse the
lawsuits mount. Directors are in the front line.
PricewaterhouseCoopers, an accounting/consulting
firm, has counted almost 500 securities lawsuits filed
by investors in the past year. Marsh, an insurance
firm, reports that the premiums that companies pay
to insure their directors against lawsuits have shot up
by between 35% and 900% recently, depending on
the business. Companies at greatest risk, says Steve
Anderson of Marsh, could be paying $2m a year for a
$10m policy — if they can find an insurer willing to
underwrite the risk at all.

‘What to do when you become a target of the SEC'
is the topic that exercises the latest issue of Directors
& Boards magazine. The SEC, meanwhile, is urging
state and federal prosecutors to bring more criminal
cases against securities-law violators, and on June
12th it voted to introduce a new rule requiring chief
executives to vouch personally for their companies’
financial statements. America’s boards have been in
scrapes before. Never, however, has their reputation
sunk so low.

EUROPEAN CONCERNS
With such forces on the loose, even boards
themselves have begun to understand that
something needs to be done. And not only in America.
Corporate governance is a hot topic around Europe
too. The scandals there may not have been as great as
on the other side of the Atlantic, but recent experience
in America has helped to highlight an issue that has
been on Europe’s corporate agenda for some time.
In Britain, a former director of the Prudential

insurance company, Derek Higgs, was appointed by
the government in April to head a review into the role
and effectiveness of non-executive directors (more or
less equivalent to America’s independent directors).



On June 7th, Mr Higgs issued a consultative
document inviting comments on, inter alia, whether
existing relationships with shareholders need to be
strengthened, and on what can be done to attract and
recruit the best people to non-executive roles. He is
due to report by the end of this year.

One person from whom he will not need to
canvass views is Lord Young of Grafham, a former
trade minister in Margaret Thatcher's government. As
outgoing president of the Institute of Directors, Lord
Young shocked an audience in April by suggesting
that non-executives can do more harm than good
and should be abolished. George Cox, the institute’s
director-general, had to explain sheepishly that Lord
Young's views did not reflect the official views of the
institute. ‘We believe non-executives have a valuable
role to play,” affirmed Mr Cox.

In Germany, where companies have two boards —
a supervisory board of non-executives and a
management board responsible for running the
company — a government-appointed commission
issued a code of corporate governance in February.
Most attention was focused on a suggestion that
companies publish top managers’ pay, hitherto
regarded as a private matter. But the longest section
of the code was concerned with turning supervisory
boards into better watchdogs. They should, it
suggests, contain no more than two ex-members of
the management board. Their work should be
delegated to small, competent committees; and no
member of a management board should sit on more
than five supervisory boards of unrelated companies.

In such countries as France and Italy, the issue of
corporate governance has yet to come to the fore.
Many of the biggest public companies in these
countries — from LVMH to Fiat - still have large family
shareholdings, family representatives among their
senior management, and strong family
representation on their boards. In France, it has been
claimed that only about one director in five on the
boards of public companies is truly independent.

Such a structure may help to resolve the perennial
conflict between owners and managers. But it limits
the role of the board as a check on management. It
also leads to even greater cosiness among leading
businessmen, who love to appoint each other to be
external directors of their boards. For example,
Bernard Arnault, chairman of LVMH, a luxury-goods
group and one of the largest companies in France, sits
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on the board of Vivendi Universal, a media group that
is also among the largest companies in the country.
The chairman of Vivendi Universal, Jean-Marie
Messier, in turn sits on the board of LVMH. In Italy, the
high-level business and financial club of directors is
known as the salotto buono, literally ‘the good
drawing-room’. It's that cosy.

EAST INDIAN ORIGINS
One reaction to the corporate scandals in America has
been to seem to act tough, in the hope of restoring
investor confidence. In this spirit, the New York Stock
Exchange (NYSE) published on June 6th a set of
proposals for new boardroom standards for its listed
companies. These include everything from
boardroom ‘executive sessions’ without the boss to
mandated ‘orientation programmes’ (including a field
trip to corporate headquarters) forincoming directors.
Institutional investors, corporate-governance activists,
regulators, corporate lobbies and Congress are all
jostling for position with ideas for reform.

Working against this, meanwhile, is a
countervailing impulse to protect the best bits of the
existing system from poor, or unnecessary,
regulation. The periodic worry that America may be
asking too much of its boards has begun to return.
Headhunters such as Spencer Stuart and Korn/Ferry
say that, as the legal risks rise, emptying chairs
around the boardroom table are getting harder to fill.
Others warn that shackling the boss with an
interventionist board may threaten America’s
entrepreneurial business culture.

The origins of the board lie in the 17th century
among early forms of the joint-stock company,
notably the British East India Company. After merging
with a rival, it organised itself into a court of 24
directors, elected by and reporting to a ‘court of
proprietors’, or shareholders. America has dabbled
with other models of governance from time to time.
In the 1920s, the chairman of General Electric, Owen
Young, pushed the idea of stakeholder boards. But
since the rise of pooled investment savings in the
1940s and 1950s, the trend has been towards the
East India Company model, with the board
accountable to shareholders. Corporate law, the
courts and activist institutional investors such as
Calpers (which began publishing lists of
‘underperforming’ boards in the 1980s) have further
entrenched the shareholder model.
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One strand of history traces a push by
shareholders for greater board independence. In the
1970s, many shareholders became particularly upset
by public companies whose boards were beholden
to powerful private interests, often the founding
family. These sorts of tension still linger. Bill Ford, the
boss of Ford, did not get his job on merit. And until
last month, Adelphia’s board accommodated no
fewer than four members of the Rigas family — the
company founder, John Rigas, and his three sons.
‘There should never be more than one Rigas on any
board,’ comments Dennis Block of Cadwalader,
Wickersham & Taft, a Wall Street law firm.

Modern problems of board independence tend to
be more nuanced than this, although not hugely so.
In America, the chief executive tends to chair the
board. In good times Americans heap praise on the
strong business leadership that such a system
cultivates. But during bad times, they fret about the
worrying lack of spine elsewhere around the
boardroom table - the ‘nodders and yes-men’, as the
author P.G. Wodehouse once called them.

This matters particularly in America, where the
tyrannical corporate leader is a well-established
figure. John Patterson, once boss of NCR, a computer
company, fired an underperforming executive by
removing his desk and chair, parking it in front of the
company’s factory, and having it soaked in kerosene
and set alight in front of the poor man. Armand
Hammer, when boss of Occidental Petroleum, kept
signed, undated letters of resignation from each of
his board directors in his desk. Among Jack Welch's
top tips for bosses: never put an academic in charge
of your compensation committee. They are more
susceptible to envy than rich old men.

Sure enough, in the midst of the latest corporate-
governance disasters stand the usual feudal-baron
types — such as Mr Kozlowski of Tyco, Mr Ebbers of
WorldCom and Gary Winnick, the founder of Global
Crossing, a bust telecoms firm. These burly ex-sports
jocks get things done quickly. But they also tend to
bully their boards into meek docility. The symptoms
are clear: egomaniacal corporate strategies and
extravagant personal rewards. IBM's board recently
rewarded Lou Gerstner on his retirement from the
chair not with the stereotypical gold watch but with
$100m-worth of company stock.

Most people reckon that one of the board’s most
important duties should be to plan a replacement for

the boss should he die or need to be jettisoned. Yet
many boards seem to lack the backbone even to
raise this topic. ‘It is surprising and distressing how
few boards have a clearly thought-out process,” says
Don Gallo of Sibson Consulting Group. ‘I think it's a
huge failing in their fiduciary duties towards
shareholders.’

Tyco and other companies have chosen to bring
back former chief executives when they have lost
their bosses, a clear sign (if not conclusive proof) that
their boards had no plan for succession. Nell Minow
of The Corporate Library, a watchdog website, recalls
talking to board directors of a public company who
got into a shouting match with the boss about
succession. ‘His policy was: “I'm not going to die",
says Ms Minow.

Reformers start with the way in which directors get
elected. ‘The CEO puts up the candidates, no one
runs against them and management counts the
votes,’ says Ms Minow. ‘We wouldn't deign to call this
an election in a third-world country.’ In theory,
shareholders can put up their own candidates, in
what is known as a proxy contest. But proxy fights are
exorbitantly expensive. The recent tussle at Hewlett-
Packard between its boss, Carly Fiorina, and Walter
Hewlett, a dissident board director, may have cost the
company’s shareholders $150m.

As the incumbent management has the corporate
coffers at its disposal, this expense tends to make
proxy fights one-sided affairs: even the smallest of
Hewlett-Packard shareholders reported receiving 20
or more calls from the company. As a final blow to
shareholder activists, the courts in Delaware, where
the majority of American companies are
incorporated, found insufficient evidence that Ms
Fiorina had unfairly coerced a big shareholder,
Deutsche Bank, despite hints to the contrary. Proxy
contests happen at less than 1% of public companies
each year in America.

The British and Canadian solution to the
overbearing boss is to split the role of chief executive
from that of chairman of the board, a post that can
then be filled by a ‘lead’ independent director. This
idea has found some support in America. Harold
Williams, a former chairman of the SEC, championed
itin 1978. Institutional investors, says Roger Raber of
the National Association of Corporate Directors, are
keener than ever before to split the roles. But support
among companies, says Mr Raber, is going the other



way. They say they fear conflict in the boardroom,
threatening precious ‘collegiality’.

The NYSE is thought to have toyed with the idea of
a separate chairman, but it does not appear in its
published proposals. The exchange is, however,
proposing new standards for director independence,
along with a requirement that all boards contain a
majority of these newly defined independent
directors. (Almost all American boards already have a
large majority of non-executive directors.) The NYSE's
proposed executive sessions without the boss ought
to give directors a chance to escape the perils of
‘groupthink’, intimidation and what Victor Palmieri, a
crisis-management expert in the 1980s, called a
‘progressive loss in the collective grasp of reality’.
Companies seem to hate the idea of executive
sessions — which might mean they could actually
work.

Some embrace these reforms as part of a creeping
‘professionalisation’ of the board. This need not
mean that the job becomes full-time. But it does
mean raising and standardising the qualifications for
joining a board. Part of the NYSE’s answer to the
proliferation of accounting scandals among listed
companies, for instance, has been to set clearer and
more detailed qualifications for board directors who
serve on audit committees.

A DIRECTOR'S LOT

To get the right people, consultants say, their pay may
have to rise. Outside the top 100 companies in
America, whose directors typically earn
$250,000-300,000 a year, the rest make do on
$50,000-75,000. The consultants point out that
exchanges, regulators and Congress have been
heaping extra burdens on the board for years.
Boardroom committees, for instance, have
proliferated. Even audit committees were
uncommon 20 years ago. Now any board worth its
salt needs a compensation committee, a nomination
committee, a finance committee, a public-policy
committee and now a governance committee as
well.

This creates unrealistic expectations among
investors, say critics. No director can be expected to
catch sophisticated fraud by company insiders. The
head of Enron’s audit committee, Robert Jaedicke, is
a professor of accounting at Stanford University, who
could hardly have been more qualified for the job.
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‘Shit happens,’ says one Wall Street financier. He calls
the NYSE proposals ‘a lot of nonsense’.

The most powerful catalyst for change ought to be
the big institutional investors that have their own
fiduciary duty to protect their investors. Right now,
these institutions are busily blaming boards for
recent wrongs. But this seems rather convenient. One
of the more interesting features of the assorted
revelations now scandalising the market is that many
of them are hardly news. Everybody suspected that
America’s energy-trading companies inflated their
revenues. Software-contract accounting was an
acknowledged black art. And the fact that telecoms
firms bought from each other to boost their numbers
has shocked nobody but neophytes. The big
institutions knew who the cheats were. But life was
good, and they nodded and winked and chose to go
along with it. In many ways, they now have nobody to
blame but themselves.

As part of its reforms, the NYSE proposes to give
shareholders more opportunity to monitor and
participate in governance. This includes allowing
them to vote on stock and stock-option plans for
bosses, and making companies disclose codes of
business conduct and ethics on their websites. In
Delaware, judges seem more willing to put their faith
in the judgment of sophisticated institutions, and
may increasingly throw open contentious issues to a
vote. When it comes - as it inevitably will — the next
wave of corporate scandals might put institutions,
not boards of directors, in its crosshairs.

Questions

1 What is the problem of the CEO being chairman of
the board, as is common in the United States?

2 What is the role of non-executive or independent
directors?

3 What are the problems of having a more active
board?

4 What is the purpose of having executive sessions
without the CEO being present?

5 What could be the role of the institutional investors
in changing corporate governance?

6 Why has corporate governance not become an
issue in France and Italy?

7 Could the burning of an executive's desk and chair
in front of the factory be described as a spiteful act?
What other motivation might there be for such an
act?
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2.5 Measurement of profit

There are a number of problems with defining and measuring profit in prac-
tice. Some of these are discussed in Chapter 6, in the context of cost theory,
since they are not relevant to the present discussion of objectives. There are
two main problems that need to be discussed in the current context:

1 ambiguity in measurement
2 restriction to a single time period.

These are now discussed in turn, before examining the concept of the
efficient markets hypothesis and the implications.

2.5.1 Nature of measurement problems

a. Ambiguity in measurement

This problem was strongly highlighted in 2001 by the bankruptcy of Enron, the
biggest business collapse in history. There are a multitude of issues involved in
this case, but problems in measuring and reporting profit are certainly among
the most important. As well as affecting business objectives, ambiguities in the
measurement of profit can lead to serious problems in terms of efficiency and
the allocation of resources, particularly when they are compounded by agency
problems and moral hazard.

It is noteworthy that Enron is not alone; since 1998 over 1,200 American
firms have restated their earnings, admitting in effect that they have pre-
viously published wrong or misleading figures.*® Although the number is far
smaller in Europe, some big names have been involved: Vivendi, ABB, Credit
Lyonnais, Marconi, and Royal Ahold of Netherlands, the world’s third largest
food retailer. The US firms also include some very large corporations, particu-
larly in the telecoms and energy industries, with names like Global Crossing,
Adelphia, Qwest, Dynegy and Tyco hitting the headlines. In 2002 two giants,
Xerox and WorldCom, reported overstated earnings. In Xerox’s case, revenues
were overestimated over a five-year period by possibly as much as $3 billion; in
WorldCom’s case, $3.8 billion of operating costs were wrongly classified as
capital expenses over a five-quarter period. The number of firms restating their
earnings will inevitably increase as the Securities and Exchange Commission
pursues more actively firms that have used creative accounting procedures.
We must now ask: why and how have such abuses arisen?

Accounting profitis an ambiguous term that can be defined in various ways:
operating profit, earnings before interest, depreciation and tax, pro-forma
earnings, gross profit and net profit are some of the more frequently used
measures. Many of these definitions involve estimates rather than precise
measures for a number of reasons, some of which are briefly described here:

1 Depreciation. This cost can only be estimated by assuming an economic life
for an asset, which is subject to much uncertainty. Also, tax laws in different
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countries allow firms to treat depreciation in different ways, thus allowing
considerable flexibility in the measurement of reported profit.

2 Bad debts. This flexibility is also important in the writing off of bad debts;
firms can defer reporting these losses for considerable time periods.

3 Stock option offerings. In the United States there is currently no requirement to
account for these in reporting profit, as there is in some other countries.

4 ‘One-off 'losses. There has been an increased tendency to identify certain losses
as ‘extraordinary items’, and remove them from the body of the accounts;
they end up as footnotes, explained in complex legal technicalities.

5 Off-balance-sheet finance. The use of this has been another important loophole
for many firms that utilize a lot of physical assets; for example, many airlines
lease their aircraft, and so such assets are not included on the balance sheet.

6 Human and other intangible assets. These are traditionally not accounted for in
any financial reports.

There is obviously scope for managers to manipulate the firm’s accounts in
ways that shareholders will not be able to comprehend easily, if at all; this is an
example of hidden action. The incentive, as discussed in the previous section,
is to overstate earnings so as to boost the share price and the personal earnings
of the managers, particularly the CEO and Chief Financial Officer. There is
definitely a clear case here of an agency problem combined with moral hazard.
In theory there are checks in the system in the form of auditing procedures,
which are supposed to protect shareholders and potential investors. As seen
clearly in the Enron case, and probably also in the case of WorldCom, these
checks failed because of another conflict of interest. Auditing firms not only
supply auditing services, but also supply consultancy services, a much more
lucrative business. Thus there is a reluctance on the part of auditors to ques-
tion the reports prepared by managers, for fear of losing consultancy fees. It
should be noted that Andersen, the auditor of both Enron and WorldCom, has
not been the only one of the big five accounting companies to be found
wanting in this respect. Other accounting discrepancies have been found in
firms audited by PricewaterhouseCoopers, Deloitte and Touche and KPMG.
This situation has important implications for government policy, and is
further discussed in Chapter 12. Both the US Congress and the SEC, as well as
governmental institutions in other countries, are currently working on a
regulatory solution.

b. Restriction to a single time period

The major problem with the concept of profit that is relevant in the current
context is that it is normally related to a single time period, such as a year. As
was stated earlier, the BPM assumes that short-term and long-term profit
maximization amount to the same thing in terms of the strategies involved,
and therefore it is not necessary to distinguish between these concepts.

This is obviously a highly simplistic approach. Any owner of an asset is
going to be interested in the stream of earnings or benefits from that asset, not
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just the benefits in a single time period. The value of a firm can be measured in
the same way as the value of any asset. Thus it is more appropriate to consider
the long-run profits of a firm, or more precisely the present value of the
expected future cash flows, discounted by the required rate of return. This
equates to the value of the shareholders’ wealth and is expressed as

N
V:(1+k)+(1+k)2+(l+k)3+”.:;(1+k)t (2-1)

where 7, represents profits expected in different time periods in the future,
and k represents the rate of return required by the shareholders. This concept
of present value assumes that the reader is familiar with the concept of
discounting future values. By considering the whole stream of future earnings
itis also possible to see how the share price of the company can be determined,
by dividing shareholder wealth by the number of outstanding shares.

The result of the above analysis is that it may be more realistic to consider
that shareholders want to maximize their wealth, meaning the current share
price, rather than just maximize profit in the current time period. Such a
model of behaviour is referred to as a shareholder-wealth maximization
model (SWMM). One important implication of this is that managers, if they
are acting as true agents, may pursue strategies aimed at long-run profit
maximization, for example a market penetration strategy. This generally
involves entering a market with a low price in order to achieve a substantial
market share, and then later raising the price, relying on brand loyalty to
maintain market share. In the short run such a strategy will not maximize
profit; in fact it may even result in losses if the price is so low that it does not
cover costs.

The factors that determine a firm’s share price in the SWMM can be
explained in more detail by examining the efficient markets hypothesis
(EMH). A discussion of this now follows, but the material tends to be more
important in financial economics and it is not necessary for the general under-
standing of the above material; thus the following subsections are starred.

2.5.2 Efficient markets hypothesis

The determination of share prices has been a controversial topic in finance for
decades, and the discussion has centred on the various forms of the efficient
markets hypothesis. In order to give a flavour of the situation, we can recall an
old economist’s joke about two economists walking down the street. One sees
a hundred dollar bill lying on the pavement and bends down to pick it up.
‘Don’t bother,” says the other, ‘if it was real someone would have already
picked it up by now.’ This seemingly warped logic gives an important insight
into the nature of the EMH.

In its weak form, investors’ expectations of share prices are based solely on
past and current prices. In the more commonly discussed semi-strong form,
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the share price and value of the firm incorporate all the information that is
publicly available regarding the firm’s prospects. The mechanism that achieves
this result is the usual self-interest acting through perfect markets. Speculators
pounce on even the smallest informational advantage at their disposal, and in
doing so they incorporate their information into market prices and quickly
eliminate the profit opportunities that gave rise to their speculation. If this
occurs instantaneously, which it must in an idealized world of frictionless
markets and costless trading, then prices must always fully reflect all available
information, and no profits can be made from information-based trading
(because such profits have already been captured). The only way to consis-
tently beat the market under these conditions is to have inside information.
The strong form of the EMH assumes that inside information is widely avail-
able, in which case the share price and value of the firm incorporate all the
information that is available regarding the firm’s prospects, whether such
information is publicly available or not.

There are various implications of this version of the EMH. For one thing it
means that it is not necessary to distinguish between maximizing long-run
profits, the value of the firm or shareholder wealth; these will all be identical.
Also, it should not be possible for managers of publicly owned firms to pursue
short-run goals because of their own individual agendas. If such behaviour
does occur, and it is expected to harm long-run profits, then the current share
price of the firm will fall and such managers can be expected to pay the penalty
for this. Another particularly important implication concerns risk and uncer-
tainty: expected future profits are discounted by a required rate of return, and
this reflects the risk involved in the strategies of the firm. The more risks the
managers take, other things being equal, the more future earnings will be
discounted and the lower the value of the firm and the share price. The issue of
risk and uncertainty is further discussed in section 2.6.

The model involving the efficient markets hypothesis highlights one other
problem with the concept of profit. The model uses the concept of cash flows
rather than profits. Most of the ambiguities discussed earlier can be avoided by
using the concept of cash flows, with the result being that the shareholder
wealth maximization model is consistent with the maximization of the pre-
sent value of economic profits.

2.5.3 Limitations of the EMH

Criticisms of the EMH have tended to come on two different fronts: empirical
evidence and agency problems. These are discussed in turn.

a. Empirical evidence

Over the last few decades there have been many tests of the different versions
of the EMH. Different conclusions have been reached, depending on the nature
of the study and the form of the hypothesis tested. Findings have been sensi-
tive to such variables as the time frame of the study, the nature of external
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variables, the nature of government policy, the type of econometric methods
used and individual interpretation.

As far as the weak form of the hypothesis is concerned, there is no con-
sensus regarding its general validity. Using the London Stock Exchange and
FT-30 as an example, one study found no evidence for the weak form,*” while
another, using the same data, found that there was some evidence for it.”®

As far as the stronger forms are concerned, the stock market crash of 1987
destroyed much of the confidence in the EMH; there seemed to be no funda-
mental change in conditions that could have caused a more than 20 per cent
change in valuation over a weekend. In the crash, or slide, which began towards
the start of 2000 there was again little evidence of any change in economic
fundamentals. Such an event could not really be claimed until the terrorist
attacks on the United States in September 2001. By mid-2002 the value of the
NASDAQ index had fallen over 70 per cent from its peak two and a half years
earlier, while the less sensitive S & P 500 had fallen over 30 per cent. The US
economy, however, was still growing at 4 per cent a year over the same period.
Yet pundits are claiming that the markets are still generally overvalued in the
United States, in terms of price/earnings (p/e) ratios. One problem here concerns
the measurement of earnings, discussed earlier; p/e ratios are highly sensitive to
different measures. Using some measures they were, in mid-2002, as low as the
high teens, whereas according to more realistic measures they were in the low
forties, compared with a long-term average in the United States of 16.

However, before writing off the stronger forms of the EMH, it must be
remembered that it is not just the expected cash flows that determine the
valuation of shares. The required rate of return is also important, and, further-
more, share values are highly sensitive to relatively small changes in this
return. The required return is related to the equity premium,; this represents
the interest rate differential which shareholders require in excess of the interest
rate on long-term government bonds in order to compensate for the greater risk
of holding shares. Historically this premium has been in the 6-8% range, but
currently it is only 3%. It has been estimated that if this premium were to rise to
only 4% the effect would bid share prices down by about 25%.%° This current
overvaluation is also supported by analysis using Tobin’s Q measure; this is a
ratio of market share prices to the replacement cost of corporate assets. Again
this suggests that, in July 2002, US shares should fall by 25-30%. Thus it may be
that market sensitivity and deviations from the EMH predictions are caused by
volatility in the perceived equity premium. Obviously the debate regarding the
validity of semi-strong and strong forms of the EMH is going to continue for
some time.

b. Agency problems

The criticism here is that unless the strong form of the EMH is valid, which we
have now seen is unlikely, managers and shareholders will not necessarily
want to maximize shareholder wealth, measured in terms of the current
share price. The agency problem arises because managers will have inside
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information that is not reflected in the current share price, while shareholders
and outside investors will not have access to this information. The behaviour
of managers will then depend on the structure of their compensation. If their
compensation is based on share-price performance, as is now often the case for
senior executives, then such managers will have incentives to act in ways that
are dysfunctional for the shareholders’ long-term interests. The reason is that
it is generally easier for investors to obtain information relating to short-term
performance, such as current market conditions and strategies, than it is to
obtain information relating to long-term performance, like research projects.
Thus share prices will be more sensitive to short-term performance factors
than long-term ones. Assuming the compensation of managers is linked to the
share price, this in turn induces managers to behave in ways that favour short-
term performance at the expense of long-term performance, a criticism that
has been frequently levelled at US managers. This aspect of behaviour leads
into the whole issue of incentives and performance-related pay; it is sufficient
to note at this point that incentives have to be carefully designed in order to
align managers’ interests with those of the shareholders, or they may distort
performance in unexpected and undesirable ways from the principal’s point
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of view.

Case study 2.2: Enron

Badly in need of repair*’

Enron and others have shown how easy it is to
manipulate companies’ financial statements.
Can it be made more difficult?

Bodo Schnabel, the boss of Comroad, a navigation-
technology company listed on Germany’s Neuer
Markt, treated his accounts with wild abandon. In
1998 the company invented two-thirds of its total
revenues and backed them up with the name of a
non-existent client in Hong Kong. By 2000, 97% of
Comroad's revenues came from the imaginary
company, the existence of which its auditor, KPMG,
did not bother to verify.

Comroad is just one of a series of accounting
scandals that have badly damaged investors’
confidence in financial statements. Companies such
as Waste Management, Cendant, Xerox and, of
course, Enron, have lied wholesale to investors who
have now become suspicious of all accounts. The
share price of General Electric (GE), the world's
biggest company by market capitalisation, has fallen
by some 239% this year, due in part to concerns about
its accounting methods. Blacklists have circulated
round the City of London and Wall Street. One listed

all companies whose chief financial officers had
been recruited from one of the Big Five accounting
firms.

Many investors now believe that companies can
manipulate their accounts more or less at will, with
the aim of producing profits that increase steadily
over time. Provisions are bumped up in good years
and later released, or the value of an acquisition is
slashed; there are plenty of tricks. In the dotcom
years, finance directors resorted to so-called
pro-forma numbers, which strip out negative items
from the income statement.

The primary purpose of financial statements is to
show the underlying economic performance of a
company. The balance sheet provides a snapshot, at
a moment in time, of the assets, liabilities and capital
of the business; and the income statement, or
profit-and-loss account, shows the difference
between total revenues and total expenses. The
auditors vouchsafe that these present a fair view,
acknowledging the subjective nature of some of
the measures behind the accounts. The
independence of the auditors guarantees, in theory,
that ‘fair’ is just that.
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Somewhere along the line, though, things seem
to have gone wrong. ‘Our financial reporting model
is broken,’ said Joseph Berardino, former head of
Andersen, Enron’s auditor, last year. Designed in the
1930s for an industrial age, financial statements,
he argued, look backwards to historic costs; they
give investors little clue about the future. Companies
cannot include internally produced software,
drugs or brands in their balance sheets because they
are intangible assets. That has led to an increasing
gap between the value of companies as measured
by the stockmarket and the value measured by
their accounts (their book value), although the
difference has contracted of late along with the
market values of technology companies.

OFF-BALANCE-SHEET HOLES

Accounts certainly rely too heavily on historic costs.
But what concerns investors far more is the stuff that
lurks beyond the balance sheet. Although numbers
recorded on the balance sheet are often misleading,
investors can adjust them by using information that
companies are obliged to disclose elsewhere. The
worrying thing about so-called ‘off-balance-sheet’
items is that they can appear suddenly out of
nowhere, without warning. There may be clues in the
footnotes, but few people pay close attention to
these impenetrable bits of legalese.

Special-purpose entities (SPEs) are a sort of
non-consolidated, off-balance-sheet vehicle that
have some legitimate uses, such as, for example, the
financing of a research and development partnership
with another company. They can, however, also be
used to shove nasty liabilities and risks into corners
where, with luck, nobody will see them. At the
moment, investors are assuming that they are being
used mostly for the latter purpose.

In November 2000, Enron restated its financial
statements, reducing its profits by $591m over four
years and increasing its debts by $628m. Most of the
restatement came from the consolidation of two
SPEs. America’s standard-setter, the Financial
Accounting Standards Board (FASB), points to
Enron’s restatement as evidence that it was the
energy trader’s disobedience that was the problem,
not the rules on special-purpose entities.

Another of Enron’s special-purpose vehicles,
however, called LIM2, stayed off its balance sheet in
accordance with FASB standards. And there are many

more SPEs out there, notably off the balance sheets
of companies which securitise (ie, repackage and sell
on to investors) large chunks of their assets.

Another example of off-balance-sheet deceit is the
dry-sounding yet potentially dangerous
phenomenon of commitments, a variety of
contingent liability. A company commits itself to a
future contingent payment but does not account for
the liability. Telecoms-hardware manufacturers, for
example, often guarantee bank loans to important
customers in return for buying their products. That is
fine so long as the business is healthy, but if a
company enters into such a transaction purely to
lubricate its own cashflow, the commitment can
become a risk. At the moment, according to
American, British and international accounting rules,
many varieties of commitments are mentioned only
in footnotes since there is, in theory, only a low
probability that they will crystallise.

Operating leases, through which a company
agrees to rent an asset over a substantial period of
time, make up most off-balance-sheet financing.
Airlines use them to clear their accounts of large
numbers of aircraft. The practice helps to avoid tax,
but it also results in a drastic understatement of the
airlines’ debt, according to Trevor Harris, an
accounting analyst at Morgan Stanley Dean Witter. In
1997, one-third of the aircraft of the five biggest
American airlines were treated as operating leases
rather than as assets.

Needless to say, this is all done in accordance with
accounting rules. Standard-setters have come up
with hundreds of pages of rules on operating leases,
but they have failed to get companies to admit what
any analyst knows: that airlines reap the economic
risks and rewards of their aeroplanes and ought to
treat them as assets.

Unlike off-balance-sheet financing methods, most
of which date from the last 15 years or so, the trick of
recognising revenue too early (or booking sales that
never materialise) is an old one. Global Crossing, a
bankrupt telecoms-equipment company now under
investigation by the Federal Bureau of Investigation
and the Securities and Exchange Commission (SEC),
is accused of swapping fibre-optic capacity with a
competitor as a way to manufacture revenue. And
according to the SEC, Xerox, a photocopier company,
wrongly accelerated the recognition of equipment
revenue by over $3 billion. Standard-setters admit



that no country has adequate rules on the
recognition of revenues. A solution in the meantime
may be to look at cash, which is far harder to disguise
or invent. Comroad duped its auditor about its
revenues, but it could not conceal the fact that its
cashflow was negative.

THE STANDARD-SETTERS
A different sort of problem lies in the very nature of
American accounting standards. Companies always
think of new ways to get round the rules, and the
standard-setters' job is really an unending attempt to
catch up. But the body of accounting rules in America
has become both too detailed and too easy to
circumvent. Until the 1960s, standards were simple
and based on broad principles. With the advent of
class-action lawsuits against companies whose share
prices had tumbled, however, audit firms demanded
detailed, prescriptive rules to help them in court. As a
result, accounting standards in America have
multiplied into vast tomes.

America’s web of accounting rules, or generally
accepted accounting principles (GAAP), date from
the 1930s and are now produced by FASB, a
private-sector body staffed by accountants.
Elsewhere, accounting standards are set by private-
sector groups or, in some cases, especially in Europe,
directly by governments. Accounting rules outside
America lean more towards principles, particularly in
Britain, where the importance of providing a “true
and fair” view of a company’s performance overrides
specific rules.

Fights over new accounting standards do not
usually grab headlines. But companies care a lot
about changes to accounting rules, since at one
swoop their numbers may fall under a far harsher
light. They lobby intensively behind the scenes, often
with the help of one of the Big Five audit firms.
Whether or not a standard-setter has the ability to
withstand pressure depends on its legal status, the
independence of its funding, and the country’s
overall culture of corporate behaviour and influence.

FASB is under attack over Enron’s demise. Its
efforts to sort out consolidation accounting, an issue
directly relevant to the energy-trader's downfall, had
been going on for 20 years, or for a large part of its
29-year history, with no conclusive result. The
argument centres around when a company must add
all the assets and liabilities of a related entity into its
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books. Harvey Pitt, the chairman of the SEC, has
criticised FASB for taking so long to make up its mind.

The board has tried hard to address off-balance-
sheet abuses. Too many times, though, it has run up
against corporate pressure applied through
Congress, not least in the case of special-purpose
entities, the trick that Enron used. In 1999-2000,
FASB was moving towards a concept of effective
control rather than ownership to determine whether
or not a special-purpose entity should be
consolidated into a company’s accounts. If the more
subjective idea of control is used for standards on
consolidation, as it is in Britain and elsewhere, it is
easier for an auditor to exercise his judgment and
insist that an entity be brought on to the balance
sheet.

But FASB's initiative would have created difficulties
for companies that rely on such entities. Richard
Causey, Enron’s former chief accountant, wrote in to
object. So did Philip Ameen, head of Financial
Executives International, a corporate lobby group,
and a top financial officer at GE, itself a heavy user of
SPEs. In January 2001, nine months before Enron
went bankrupt, FASB announced that it was putting
the project on hold.

In the 1970s, Congress mostly left FASB alone,
with one big exception: oil and gas accounting. In
1978, the oil and gas industry persuaded it to stop the
SEC from forcing any company to use an unflattering
method of accounting for drilled holes. Congress
became involved in accounting issues again during
the savings-and-loan crisis of the late 1980s. The
result was that the industry’s bad-debt problems
dragged on for longer than they might have done.

In recent years, the most blatant political
intervention in the standard-setting process has been
over the stock options that many companies grant to
their employees. In 1993, FASB proposed that
companies should account for stock options as
expenses. The following year, Congress threatened to
take away its standard-setting powers if it did not
water down its proposal. In the end, FASB settled for
footnote disclosure. Under heavy pressure, says Lynn
Turner, a former chief accountant of the SEC, ‘they
had no choice but to fold, like a cheap tent’.

Another problem, says Mr Turner, is that a lot of
standard-setting power has been given to the
Emerging Issues Task Force (EITF), an offshoot of
FASB whose mission is to respond quickly to new
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accounting problems. The EITF was set up in 1984
with a membership drawn from industry and the
accounting profession. Whereas a key part of FASB's
mission is to serve the public interest, the EITF has no
explicit duty to shareholders or the public.

As far back as the late 1980s, the SEC asked the
EITF to look at special-purpose entities, worried that
they might lead a company to become overly
leveraged without investors realising it. At a meeting
in 1990, the group voted unanimously to do nothing
to change the status quo. After an appeal from the
SEC's chief accountant, Edmund Coulson, three EITF
members agreed to change their vote.

The outcome, eventually, was a rule by which a
company can keep a special-purpose vehicle off its
balance sheet as long as an independent third party
owns a controlling equity interest equivalent to at
least 3% of the fair value of its assets. That number,
post-Enron, is now judged to be too low, and FASB
may raise it to 10%.

Mr Turner believes that the EITF should be given an
explicit mandate to serve the public interest. Its
rulings should be approved by FASB as a matter of
course. At present, part of FASB's controlling board of
trustees comes from industry groups and its funds
from audit firms, industry and financial groups. A new
bill from Congressman Billy Tauzin, aiming to boost
the independence of FASB, would hand the
responsibility for its funding to the Treasury, which
would levy compulsory fees on companies and
accounting firms.

In Britain, a series of business scandals in the
1980s, most notoriously Polly Peck, a conglomerate
which manipulated its foreign-exchange earnings,
convinced the corporate world that accounting rules
had to get better. The Accounting Standards Board
(ASB), set up in 1990, declared war on off-balance-
sheet chicanery. It produced a new rule, FRS5, which
requires the substance of an entity’s transactions to
be reported in its financial statements, regardless of
legal form.

The ASB has recently enraged businesses in Britain
with a new standard, FRS17, which will force them to
disclose and recognise the full effect of pension-fund
gains and losses. Companies hate the standard
because it will bring the volatility of financial markets
into their earnings. They have tried hard to get
politicians involved, says Mary Keegan, the standard-
setter's chairman, but the ASB has not come under

government pressure to scrap or change the
standard.

A new private-sector standard-setter in Japan, the
Financial Accounting Standards Foundation, gives
investors some hope of better standards there. Its
predecessor, the Business Accounting Deliberation
Council, appeared powerless to pass any standard
that would damage the suffering Japanese economy.
Japan's accounting rules contain loopholes that allow
companies to hide the economic substance of their
performance. For instance, the recent guideline on
fair-value accounting, which decrees that companies
must show equity holdings at their market value, also
contains a provision that allows them to avoid writing
down shares if they think that they will soon recover
in value.

DO THE RIGHT THING

If accounting standards are to improve, it is probably
the International Accounting Standards Board (IASB),
originally established in 1973, which will lead the
way. America does not yet recognise its rules;
companies that wish to raise capital in American
markets must still reconcile their accounts with
GAAP. But the IASB gained a lot of influence in 2000
when the European Commission decided that all
companies in the European Union must report
according to its standards by 2005.

When he was head of the ASB, Sir David Tweedie,
now chairman of the IASB, successfully fought off
attempts by business to influence the standard-
setting process. He is determined to do so again. He
believes, for instance, that the effect of giving stock
options to employees should be counted in
companies’ accounts, not just mentioned in
footnotes, as they are at the moment. The IASB will
soon publish a draft proposal for a global standard on
stock-option accounting. Like FASB, it will face strong
opposition, including, crucially, from the European
Commission, which wrote this January to say that it
would prefer the IASB to concentrate on better
disclosure of stock options rather than a new
conceptual approach.

Sir David also wants to bring in a new international
standard on pensions, similar to FRS17. Like FASB,
however, the IASB would be better positioned to
push through high-quality standards if it did not rely
on business and big audit firms for its funding. Earlier
this year it was badly embarrassed by an e-mail



showing that Enron expected to be able to influence
its standards in return for cash.

If accounting standard-setters have their way,
financial statements are likely to become far more
volatile in the future. Representatives from some of
the world’s most influential bodies — including those
of America, Australia, Britain, Canada and the IASB -
have published proposals to value all financial
instruments at market value rather than at cost. Bank
loans and deposits, as well as traded financial
instruments with easily obtainable prices, would be
marked to market. Because changes in balance-sheet
values would be passed through the income
statement each year, this would be sure to make
corporate results far jumpier.

Proper accounting for pension schemes, along the
lines of FRS17, would have the same effect. The IASB
is working on the recognition and measurement of
intangibles, as is FASB. Again, if intangible assets are
recognised on balance sheets, they will add volatility
to income since, on the whole, their value tends to
fluctuate more than that of tangible assets.

Changes such as these are the ultimate answer to
people who criticise accounts for being industrial and
irrelevant. Standard-setters have already started to
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crack down on off-balance-sheet abuses and they
have more backing to do so, post-Enron. Companies
will fight against either sort of change. They want their
earnings to move gradually upwards, not to jerk
around, and they do not want the fact that they use
volatile financial instruments to be reflected in their
results, even if the volatility is real. Standard-setters
should take the views of companies and
governments into consideration. But if future Enrons
are to be avoided, they must be given the freedom to
force companies to reveal far more economic reality
in their accounts than they do at present.

Questions

1 Explain the different types of conflict of interest that
are evident in the Enron situation.

2 Explain the discrepancies that arise in comparing
the measures of book value and market value.

3 Why do SPEs and off-balance-sheet items
represent a problem?

4 Why has the past accounting treatment of stock
options represented a problem?

5 Explain why future regulations may cause more
volatility in reported accounts.

2.6 Risk and uncertainty

The basic profit-maximizing model ignores risk and uncertainty by assuming
all costs and revenues are known in the future. While the shareholder-wealth
maximization model does take risk and uncertainty into consideration by
incorporating a required rate of return, aspects of this now need to be con-
sidered in more detail. First of all the distinction between risk and uncertainty
needs to be clarified. Although the two terms are often used interchangeably,
there is a technical difference between them. When there is certainty in a
situation there is only one possible outcome. In a risky situation there are
several possible outcomes, and each can be assigned a probability of occurring.
In an uncertain situation the possible outcomes are not fully identified, and
they cannot therefore be assigned probabilities. In practice many of the impli-
cations of risk also apply to uncertainty, but there are some additional implica-
tions that are examined more fully in Chapter 9 on game theory. We will now
consider attitudes to risk; then the impact of risk on objectives will be dis-
cussed; finally, the relationship between risk and the agency problem will be
examined.
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2.6.1 Attitudes to risk

The concept of risk again relates to bounded rationality. Since we cannot
perfectly foresee events in the future, the values of possible outcomes are
called expected values. Although the student should already be familiar
with this concept a brief review will help to lead us on to the aspect of risk
aversion. Say that it has been estimated that one particular action has a
probability of 0.6 of yielding an outcome of $1000 and a 0.4 probability of
yielding an outcome of $500. The expected value of the action is given by > "pi;
in general terms. In this case the expected value is given by:

EV = 0.6(1000) + 0.4(500) = $800

However, this expected value is not certain; it is a mean value of expected values,
but there will be a distribution of values involved, with some variance around the
mean. The value of the variance is given by > pi(X; — X)2 or S pi(X; — 3 piXi)? in
general terms. Since the expected value is the sum of two other expected values,
$600 + $200, we have to add the variances of each of these in order to obtain the
variance of the expected value of $800. Thus the variance is given by:

Variance = 0.6(1000 — 800)* + 0.4(500 — 800)> = $60,000

The decision-maker may have a choice between taking the above action and
taking some other action, which has a certain outcome of $800. If the decision-
maker is indifferent between the two alternative actions he is said to be risk-
neutral. This means in general terms that the individual is indifferent between
a particular expected value and its certainty equivalent (in this example, $800).
Many individuals are risk-averse; this means that they prefer the certainty
equivalent to the expected value of the same amount. Such people are willing to
pay a risk premium to avoid taking the risk involved. This premium is the
difference between a certainty equivalent and the expected value. In the above
example, if the person is indifferent between receiving $700 with certainty
and taking the action with the expected value of $800, the risk premium is
$100. Alternatively we can say that the risky outcome of $800 has a certainty
equivalent of $700. Other individuals may be risk-seeking; this is the opposite
attitude to risk, meaning that such people prefer the expected value to the
certainty equivalent. Someone might be indifferent between receiving $900
with certainty and receiving the expected value of $800.

We should not think that individuals display constant attitudes to risk.
These attitudes depend on the amount of money involved and the circum-
stances. For example, the same people who take out insurance (showing risk
aversion) may also gamble on the lottery (showing risk seeking).

2.6.2 Risk and objectives

Managers frequently have to choose between strategies where risk and return
are positively correlated. An example will illustrate this situation: a firm is
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considering launching a new product onto the market, something signifi-
cantly different from any current product, rather than just a modification of
an existing product. This could be a new soft drink, a new type of phone, or a
microscooter. The firm may have carried out a consumer survey and discov-
ered that consumer attitudes were generally favourable to the new product. At
this point it may have to decide whether to test-market the product or go
straight for a national launch. Test-marketing involves selling the product on a
limited basis in a selected sample of locations, usually designed to be represen-
tative of the firm’s total market. The advantage of test-marketing is that the
costs are limited, so that if the product fails the losses will be relatively small
compared with a national launch, where large initial costs are involved in
equipping facilities, hiring and training workers, and promotion. Thus test-
marketing can be viewed as a low-risk strategy compared with going straight
for a national launch. However, one problem with test-marketing is that it
alerts competitors to the new product and they will make efforts to imitate and
improve the product, reducing the firm’s competitive advantage. When it is
considered that it often takes a fair time, maybe several months, to obtain
reliable results from test-marketing, the firm may decide that the loss of profit
may be too great to do this; this applies in particular to firms introducing
products involving new technology, like many electronic appliances involving
IT. Thus we can say that test-marketing, while low-risk, is also a low-return
strategy.

The above example is just an illustration of a choice between strategies
involving different degrees of risk where the difference in risk is obvious. In
reality, any choice between different strategies or courses of action will
involve some difference in risk. The significance of this is that many firms,
or managers, are risk-averse; it has been seen in the previous subsection that
such individuals do not like to take much risk. Managers may fear for their job
security if they take excessive risks that do not pay off, preferring to maintain
the status quo. The implication of this attitude to risk, as far as the theory of the
firm is concerned, is that no firm will aim to maximize profit, since that would
be too risky. Instead they will tend to satisfice, that is make a satisfactory
rather than a maximum profit. There are a number of different reasons for
satisficing behaviour, which are again related to agency problems.

2.6.3 Risk and the agency problem

It was stated earlier that principals and agents frequently show different
attitudes to risk. For example, investors with widely diversified portfolios
may be risk-neutral regarding a firm’s strategy, while managers, as agents,
may be risk-averse; they have more to lose (their jobs) if things go wrong.
Similarly, employees may be more risk-averse than managers; again they may
have more to lose if a particular venture goes wrong.

As has been seen above, managers who are risk-averse may be inclined to
satisfice. However, other managers may be risk-seekers. This may happen if
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managers have asymmetric information and are in a position to distort the
reported profit of the firm in the short term, in order to make a quick gain and
then quit the firm leaving the shareholders to suffer the long-term losses. Such
differences in attitudes towards risk aggravate the nature of the agency pro-
blem, since it becomes more difficult to design efficient incentives to align the
interests of principal and agent. However, some of the incentives discussed
under control measures earlier can help to reduce the problem.

2.7 Multiproduct strategies

In practice most firms produce a variety of different products, often with many
different product lines in their overall product mix. It was stated earlier that
this complicates the analysis because there are frequently both demand and
cost interactions among these different products. By demand interactions we
are referring to the situation where a firm produces a product line of similar
products, for example Casio calculators. These products are to some extent
substitutes for each other, meaning that they have similar perceived func-
tions or characteristics. Therefore the demand for each of the firm’s products
depends to some extent on the demand for its other products; if Casio intro-
duces a new model the demand for this will automatically reduce the demand
for some of its existing models.

The example of Casio calculators also serves to illustrate the relevance of
cost interactions. Many products may be produced using the same resources:
different models may be produced in the same factory, using the same equip-
ment and labour. These shared overhead costs can be allocated by accountants
on some notional basis like machine-time in order to perform full-cost
accounting, but if some product is added or dropped from the product line
this will then affect the costs of the other products, reducing them in the first
case and increasing them in the second. This is because, in the first case, the
new product will share some of the overhead costs, thus reducing their burden
for the existing products. The reverse is true for the case of dropping products,
where the overhead cost burden on the remaining products is increased.

Given these demand and cost interactions, how do such firms seek to
maximize profits? There are two main strategies that need to be discussed
here: product line and product mix profit maximization. While there are some
similarities between these strategies, there are certain important differences
that necessitate separate discussions of each.

2.7.1 Product line profit maximization

The example of Casio calculators was given earlier to illustrate a product line.
This time the example of car manufacturers will be used. All major car firms
produce a variety of different models. Volkswagen for example have the Lupo,
Polo, Golf, Beetle, Passat and Sharan. Each model in turn comes in different
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forms, with different engines and other equipment or trim. On top of these
model forms there is a variety of optional equipment that a customer can
order, which does not come standard with that model. This can include air-
conditioning, heated seats, electric windows, a CD player and so on. A recent
TV campaign for the Volkswagen Polo featured many different advertise-
ments, all with the common theme of low price. The goal was simply to get
potential customers to visit the showrooms, attracted by the low price. In such
a situation it is common practice for the salesforce to try to persuade the
customer to buy a more expensive model or model version. This is sometimes
referred to as a bait-and-switch tactic. In this case the firm is not trying to
maximize profit on each and every model and model form that it produces; the
price may be too low on the most basic model forms to make significant profit,
and indeed losses may be incurred here if the price is particularly low.
However, if the firm is successful with its bait-and-switch tactic, it may be
able to maximize profit on the product line taken as a whole, by persuading
people to buy more expensive cars with a much higher profit margin. Any firm
selling a product line, not necessarily products from the same manufacturer,
can attempt to use this tactic, although it tends to be more common with the
more expensive consumer durables and with services.

2.7.2 Product mix profit maximization

The product mix of a firm refers to the total range of products offered by the
firm. Whereas products in a product line tend to be substitutes for each other,
products in a product mix are often complementary, meaning that they are
consumed together in some way. This ‘togetherness’ can operate in various
ways: obvious examples are bread and butter, cars and petrol, mobile phones
and service networks. However, the togetherness does not have to be so direct,
as the following illustration demonstrates. Supermarkets sell thousands of
different products in different shapes, sizes, forms and containers. Many of
these chains regularly have a sample of products on special offer and advertise
them using direct mail and other means. When a consumer sees a special offer
for, say, a two-litre bottle of Coke, they may decide to shop at that store rather
than a different one; but while they are there they will usually pick up a
number of other items, at the normal price, that they might have bought
anyway, but not necessarily at that store. Thus the firm will not be maximizing
its profit on each and every item, since some items may be sold at below cost,
but it may be maximizing profit on the whole product mix by attracting
customers into the store who would not ordinarily shop there. Such an
approach could be called a bait-and-add tactic. The products being added
are complementary products, and while it may not be immediately obvious
that Coke and dog-food, say, have a complementary relationship, they are still
complements in that they are purchased together.

The difference between bait-and-switch and bait-and-add is not always
distinct. In the earlier example of car sales, instead of the bait-and-switch tactic
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of persuading customers to buy a different, more luxurious model, the
salespeople may instead try to persuade customers to add a number of items of
optional equipment, such as climate control, electric seats or satellite navigation.
This is now a bait-and-add tactic. The objective of product mix profit maximiza-
tion is further examined in the following case study.

Case study 2.3: PC World

PC World is a major retailer of computers and related
equipment in the United Kingdom, calling itself ‘the
computer superstore’. The market features much
heavy advertising by different types of seller: Time, Tiny
and Gateway, who put together their own packages of
components under their own names; Dell, which
produces custom-made packages as well as standard
offers; and retailers like Dixons and Comet which sell a
variety of appliances. However, PC World probably
out-advertises them all with its regular full-page
spreads in the major national newspapers. Because of
the nature of the product most of the advertisements
feature packages at a special sale price. These
packages often include a variety of software, and
sometimes items like printers and scanners. The
featured computers are highly competitive in terms of
price, and include most major manufacturers, like
Compagq, Packard Bell, Advent, Hewlett Packard, Apple
and Sony. The company has been expanding in terms
of size and profit for several years.

While many customers have been very happy with
the deals that they have obtained from PC World,
some of them claim that the end cost has
considerably surpassed their initial expectations.
There are several reasons for this.

1. Some of the add-ons that they want to buy are
not available with the deals on offer; sometimes the
add-ons in the special offers include low-quality or
obsolete items, causing one to suspect that the firm is
just trying to get rid of these items by packaging them
with others, since nobody would want to buy them
separately. Similarly, the packages often do not
include the most desirable software. Thus, even with

2.8 Conclusion

a seemingly complete offer, the buyer may end up
having to buy several additional items to obtain the
system they really want.

2. The firm tries to hard-sell its extended warranty
scheme. Depending on the package purchased,
this can increase the cost by 5-6 per cent. This tactic
is by no means exclusive to PC World. Several
electrical appliance retailers in the UK, particularly
Dixons and Argos, are currently under investigation
by the Monopolies and Mergers Commission
because of their alleged excessive profits in this area
of activity.

3. The credit terms can be misleading. Often a
lengthy period of interest-free credit is offered, like
nine to twelve months. It is highly attractive to many
buyers to buy something costing over £1,000 and not
to have to pay anything at all for such a long period.
These credit terms are offered through HFC Bank. The
problem is that people are not notified at the end of
the interest-free period, and they then become liable
to pay interest on the whole purchase price from the
date of purchase at a high interest rate, close to 30
per cent annually. The result is that the unwary
consumer can end up paying about twice the original
purchase price over a period of four years.

Questions

1 Describe the various complementary products,
both goods and services, that a consumer may
consider in buying a computer system.

2 Compare and contrast the situation of PC World
with that of a supermarket chain, as far as product
mix profit maximization is concerned.

It has been seen that the basic profit-maximizing model, and even, to a lesser

extent, the shareholder-wealth maximization model, have certain limitations.
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There are also certain other aspects relating to these models that need to be
discussed, and they are now examined before returning to the BPM.

2.8.1 The public sector and non-profit organizations

The profit motive does not apply, at least in the same way, to non-profit
organizations.*' They tend to pursue a different set of objectives because of
the nature of their funding and the nature of the product they supply. Such
objectives may include:

1 Utility maximization of the contributors
2 Utility maximization of the administrators
3 Maximization of the quantity or quality of output subject to a cost constraint.

In the case of the public sector the contributors are taxpayers, who to some
extent exert control in terms of their voting power. The particular factors
relating to the objectives of the public sector are discussed in detail in
Chapter 12.

The class of non-profit (NP) organizations includes a wide variety of types:
voluntary organizations, co-operatives, credit unions, labour unions, churches,
charities, hospitals, foundations, professional associations and some educational
institutions. Their objectives may vary accordingly, but one general pattern can
be observed. The greater the proportion of their funding from external contri-
butors, the more will the first objective above be emphasized, the maximization
of the utility of the contributors; this means that the behaviour of the organiza-
tion will resemble more closely that of the profit-maximizing firm. This would be
the case for many co-operatives, credit unions and labour unions. As the organ-
ization relies less on external contributions so the second objective may become
more important. This can also have serious implications for the public sector; it
is often assumed that this has the third objective above, but the second objective
may be more important if external contributions become taken for granted.
Once again, an essentially neoclassical framework of analysis can be used to
examine the behaviour of all these organizations.

2.8.2 Satisficing

Two reasons for satisficing behaviour have already been explained, the exist-
ence of risk and uncertainty and the agency problem. However, it was also
mentioned that there are other reasons for such behaviour, and these now
need to be discussed. One problem is the transaction costs with which man-
agers are increasingly faced as they try harder to maximize profit; these
involve, in particular, the costs of obtaining more information in order to
improve decision-making. Related to this problem is the issue of diminishing
returns to managerial effort. As managers work harder and longer to maximize
profit, they are forced to explore avenues of activity that are less and less
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fruitful. Not only that, but there is an increasing opportunity cost to their
efforts; they lose more and more leisure time, the marginal value of which
therefore increases.

There is an additional factor involved in satisficing. Firms are organizations
of different managers, often in different and in some ways competing depart-
ments. These managers and departments compete for resources, in particular
the firm’s budget. Since the compensation, power and prestige of managers
often depends on the size of their department and budget, this competition
can be intense. It also means that managers, particularly those of cost centres
as opposed to profit centres, have incentives to spend as much as they can, not
just on perks, as we have already seen; there is the additional factor that, if
they underspend their budget, it may well be cut in future. This obviously
reduces efficiency within the firm and necessitates top management monitor-
ing performance, adding further agency costs.

2.8.3 Surveys of business objectives

Many surveys have been carried out at different times and in different coun-
tries asking senior executives what their business objectives are. It should
come as no surprise that trying to maximize profit does not top the list; more-
over it is rarely mentioned. Such executives often refer to increasing or maxi-
mizing market share, providing customer satisfaction, providing a high
quality service, or improving the firm’s image and reputation. They may also
mention more personal objectives, like achieving prestige, fame, wealth, or a
sense of achievement. Superficially this may seem to provide evidence against
any profit-maximization theory of the firm. However, it is not surprising that
executives do not admit to a profit-maximizing objective, for to do so would
seem to be selfish and greedy in the eyes of many consumers, and cause a loss
of the firm’s reputation. It might also alienate the firm’s workforce, making
them feel exploited. Finally, it might attract unwelcome attention from vari-
ous regulators and government agencies.

There is another factor in the consideration of stated objectives by business-
owners and managers. Sometimes means are confused with ends; thus maxi-
mizing market share or providing consumer satisfaction may merely be a
means to the end of profit maximization. Alternatively, profit maximization
may be a means to the end of personal objectives like the achievement of
status and prestige. Further justification for these possibilities will be provided
in the concluding part of this section. First it is necessary to consider one more
objection to the profit-maximization assumption.

2.8.4 Ethics

Firms in recent years have seemed to become much more concerned with
ethics than previously. They often claim that they are concerned not just with
profit but with treating customers, workers and local communities fairly and
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being a responsible contributor to society generally. This involves a wide
variety of different activities: sponsoring local events and communities, giving
aid to charities, increasing people’s awareness of social problems, providing
ancillary services to workers and their families and so on. Such activities are
often related to the stated objectives of business executives described earlier.
The concern with ethics can be summarized in the concept of societal mar-
keting popularized by Kotler,** which states that ‘an organization’s task is to
determine the needs, wants and interests of target markets and to deliver the
desired satisfactions more effectively and efficiently than competitors in a way
that preserves or enhances the consumer’s and the society’s well-being’.

However, it is one thing to say that one is concerned with ethics and another
to act in such a way. In view of the discussion above regarding statements of
objectives it might seem to be difficult to establish the real objectives of firms
and their managers. The only real test is to perform an empirical study on the
actual behaviour of companies to see whether their concern with ethics is
altruistic or merely a cover for profit maximization. This might seem to be a
difficult task but an ingenious study by Navarro*’ has shed some light on this
issue; this study concluded that charitable giving by corporations was
explained by profit-maximizing motives rather than altruistic behaviour by
managers.

2.8.5 Profit maximization revisited

The discussion in this section teaches us to be cautious before rejecting the
profit-maximization assumption, for two reasons. First, we cannot accept
statements of objectives by business executives and managers at face value.
Second, and more generally, an economic theory like the profitmaximization
assumption can only really be tested by empirical study, not by theoretical
objections like those raised earlier. Another example can illustrate this. An
objection to the profit-maximization assumption discussed earlier was that
managers do not have access to accurate and detailed up-to-date information
regarding costs and revenue functions, and certainly have difficulty with
forecasting. It was suggested that this would lead to satisficing behaviour.
However, a couple of studies by Day**> *° have shown that such information,
to a large extent, is not necessary for managers to achieve profit maximization.
Day introduced a simple learning model wherein managers adjust output from
one period to the next on the basis of changes in output and profit in the
previous period. He demonstrated that profit-maximizing behaviour can
emerge in this situation, even without a knowledge of cost and revenue func-
tions. Thus satisficing can in practice closely approximate to maximizing. An
analogy can be drawn here: a bird does not need to know the laws of aero-
dynamics in order to be able to fly. A more general analogy can be made with
the Darwinian law of natural selection, or ‘survival of the fittest’ as it is often
called. Dawkins*® has dubbed this process of nature ‘the blind watchmaker’;
similarly, managers can be blind to cost and revenue information but the forces
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of competition may force them to maximize profit regardless, while managers
who make bad decisions will ultimately force their firms out of business.

Therefore we can conclude that, whatever the theoretical objections to the
profit-maximization assumption, provided that it can make reasonably accu-
rate predictions of the behaviour of firms and managers, it is still a useful and
sensible theory with which to work. Thus the neoclassical approach can be
vindicated.

Summary

1 In order to understand the nature of the firm we need to consider five main
areas of economic theory: transaction costs, motivation, agency, informa-
tion costs and game theory.

2 Transaction costs consist of co-ordination (Coasian) costs and motivation
(agency) costs.

3 Transactions have four main dimensions: asset specificity, frequency, com-
plexity and relationship with other transactions.

4 According to Coasian theory there is an optimal size for the firm, since as
the firm becomes larger the costs of transacting in the market decrease
while the costs of co-ordinating transactions within the firm increase.

5 The ownership of a complex asset like a firm is a difficult concept since four
parties have different types of claims regarding control and returns: share-
holders, directors, managers and other employees.

6 The conventional economic model of motivation is that individuals try to
maximize their utilities; this assumes that people act rationally in their
self-interest.

7 The nature of the agency problem is that there is a conflict of interest
between principal and agent.

8 The agency problem is aggravated by the existence of asymmetric informa-
tion, leading to adverse selection and moral hazard.

9 Adverse selection means that only the products or customers with the
worst quality characteristics are able to have or make transactions; others
are driven from the market.

10 Moral hazard is sometimes referred to as the problem of hidden action, in
that the behaviour of a party cannot be reliably or costlessly observed after
entering a contract. This, in turn, provides an incentive for post-contract
opportunism.

11 There are various control measures that firms and shareholders can use to
combat agency problems in their internal and external transactions:
increased monitoring, screening, signalling, risk-pooling, internalization
and the structure of pay incentives.

12 The basic profit-maximizing model (BPM) is useful because it enables man-
agers to determine strategy regarding price and output decisions; it thus
enables the economist to predict firms’ behaviour.



The theory of the firm

13 The basic model involves many other assumptions that do not appear to be
at all realistic.

14 Agency problems arise because of conflicts of interest between share-
holders and lenders, between shareholders and managers and between
managers and other employees.

15 There are various problems in measuring profit. Managers can take advan-
tage of various legal and accounting loopholes in reporting profits, which
are in their interests and may boost the share price, but are against the
interests of shareholders.

16 The shareholder-wealth maximization model (SWMM) is a superior model
because it takes into account profits in all future time periods, not just
those in the present. As such it represents a long-run profit maximization
model.

17 The SWMM also has the advantage that it takes into account risk and
uncertainty, by discounting future profits by a required rate of return.

18 The SWMM has certain limitations because it ignores the fact that man-
agers tend to have better information than shareholders and investors.

19 In order to understand the behaviour of multiproduct firms we need to
consider the concepts of product line and product mix profit maximiza-
tion, and the associated strategies to achieve these.

20 The public sector and not-for-profit organizations pursue different object-
ives depending mainly on the nature of their funding.

21 Satisficing behaviour by managers can arise for a number of reasons: risk
aversion, transaction costs, diminishing returns to managerial effort and
conflicts of objectives between different managers.

22 Claims regarding ethical behaviour and altruism need to be closely exam-
ined; empirical evidence does not support the existence of these if they
conflict with maximizing profit.

23 The profit-maximization assumption cannot be rejected on purely theoret-
ical grounds. It must be tested by empirical study, and when this is done the
assumption proves to be a good working theory in terms of predicting the
behaviour of firms and managers.

Review questions

1 Explain why the concept of the ownership of a public corporation is a
complex issue.

2 Explain the differences between profit maximization and shareholder-
wealth maximization. Which assumption provides a better model of a
firm’s behaviour?

3 Explain the implications of risk and uncertainty for the theory of the firm.

4 Explain the implications of the agency problem for the theory of the firm.

5 Explain how managers can take advantage of the problems in measuring
profit.
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6 Explain what is meant by the various forms of the EMH; what are the main
criticisms of the EMH?

7 Discuss the reasons for satisficing behaviour by firms.

8 Explain the role of empirical studies in terms of the theory of the firm.
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PART 1l
DEMAND ANALYSIS

Part II (Chapters 3 and 4) examines the topic of
demand. The demand for a firm’s products deter-
mines its revenues and also enables the firm to
plan its production; thus a thorough understand-
ing of demand by managers is fundamental to a
firm’s profitability. Chapter 3 is concerned with
the factors that determine demand, both those
that are controllable by the firm and those that
are uncontrollable, or environmental. The sensi-
tivity of demand to these factors is examined, and
also how knowledge of this sensitivity is useful to
managers. Chapter 4 is concerned with the estima-
tion of demand, examining techniques for esti-
mating and interpreting demand relationships,
and using such relationships for forecasting pur-
poses. The use of statistical methods is explained
in particular. Finally, important results from
empirical studies are discussed.
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Objectives

1 To explain the meaning of demand and how it can be represented.
2 To interpret demand equations.
3 To explain why the demand curve is downward-sloping.
4 To identify the factors that affect demand.
5 To examine the ways in which the above factors affect demand.
6 To distinguish between changes in demand and quantity demanded.
7 To explain the concept of elasticity and different elasticities of demand.
8 To explain the different ways of measuring elasticity.
9 To examine the factors determining different elasticities.
10 To explain the uses and applications of different elasticities.

3.1 Introduction

It is of vital importance for any firm to have an understanding of the demand
for its products. Demand relationships determine revenues and indirectly
affect output and costs; they thus have a fundamental impact on profits. An
understanding of demand is also relevant for planning purposes, involving
production, transportation, inventory, sales, marketing and finance functions.
The identification of factors affecting demand and the precise effects that
these have is therefore a core element in managerial economics.

3.2 Definition and representation

3.2.1 Meaning of demand

Unfortunately the word ‘demand’ can be used in a variety of senses, which
often causes misunderstanding and errors of analysis. We can talk about
demand curves, schedules, functions, equations, relationships or points.
When economists use the single word ‘demand’ they are referring to the
relationship that is frequently called the demand curve. In this sense, demand
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Table 3.1. Demand table

Price of Coke Quantity sold
(pence per can) (cans per day)
30 120
40 100
50 80
60 60
70 40

refers to the quantities that people are or would be willing to buy at different
prices during a given time period, assuming that other factors affecting these
quantities remain the same. It is worth noting that this definition incorporates
three important concepts:

1 It involves three parameters - price, quantity and time.

2 It refers to quantities in the plural, therefore a whole relationship, not a
single quantity.

3 It involves the ceteris paribus (other things being equal) assumption, which is
a very common one in making statements in economics.

The second of the above concepts, in particular, tends to cause misunderstand-
ings, since it is common in both business and marketing to refer to demand as
a single quantity. For example, consider the following statement: the demand
for Coke is 80 cans per day at the price of 50 pence per can. First of all there are
issues of definition and measurement. Whose demand is being considered?
Does ‘Coke’ include Diet Coke and different flavours? What is the size of
the can? How do we include bottles? However, even if these issues are clarified,
the statement is still technically incorrect from an economist’s standpoint.
The statement refers to a quantity demanded, not to demand. As will be seen in
section 3.4 it is vital to distinguish between these two concepts, as otherwise
errors in analysis will occur. It is now useful to consider the different ways of
expressing the demand for a product since this is helpful in illustrating this
distinction.

3.2.2 Tables, graphs and equations

a. Tables

These are the simplest method of representation. An example of a demand
table or schedule faced by a retailer is given in Table 3.1. The table shows the
general ‘law of demand’, that less is demanded at higher prices. It should be
noted that the original statement above relating to a quantity demanded is
included in the table as one of the five pairs of values. Although they are simple
to understand the main problem with tables is that they are not very useful for
analytical purposes.



76

DEMAND ANALYSIS

80
60
40
20

0+ T T !
0 50 100 150

Quantity (cans per day)

Price (pence)

Figure 3.1. Demand graph.

b. Graphs

These are much more useful for analysis, and indeed most analysis in intro-
ductory microeconomics involves the use of graphs. A graph relating to the
above demand schedule is shown in Figure 3.1. It can be seen that the demand
relationship in this case is both inverse and linear. At this stage both of these
characteristics are assumed, but later on both of these assumptions will have
to be examined. Again the difference between the concepts of demand and
quantity demanded is illustrated: the former relates to the whole demand
curve whereas the latter relates to a single point on the curve.

Although graphical analysis is very useful in economics its main disadvant-
age is that it essentially involves a two-dimensional framework. Thus it is
mainly limited to examining two-variable relationships. Demand relationships
often involve many variables and although the effects of these can be shown
on a graph, as seen in section 3.4, they are difficult to measure.

¢. Equations

These are the most useful method of representation for analytical purposes
since they explicitly show the effects of all the variables affecting quantity
demanded, in a concise form that at the same time reveals important inform-
ation regarding the nature of the relationship. Taking the demand curve in
Figure 3.1, we can estimate the equation relating to it in various ways. The
general form of the demand function in terms of price and quantity demanded is:

Q=f(P) (3.1)
This is the most general way of describing the relationship since it does not
involve any specific mathematical form. It can obviously be expanded by
including any number of variables that might affect quantity demanded on
the righthand side of the equation, for example:

Q=fP, A Y,P,...) (3.2)

where A represents advertising expenditure, Y represents average income of
the market and P, represents the price of a substitute product.

In the two-variable case the demand function can be expressed in a linear
form:

Q=a+bP (3.3)
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The coefficients a and b can then be calculated for the demand schedule in
Table 3.1. One way of doing this is to use simultaneous equations and sub-
stitute any two pairs of values in the table to solve for a and b. However, it is
more insightful to calculate the value of b first, using the mathematical con-
cept that b represents AQ | AP. Again any two pairs of values can be used to
establish that b= — 2. For example, if the first two pairs of values are taken,
b= —20/10 = — 2. Then any pair of values can be used, substituting the value of
b, to calculate the value of a. If the first pair of values is taken the following
expression is obtained:

120 = a — 2(30)
Thus a =180 and the demand equation can now be written:
Q =180 — 2P (3.4)

The advantage of this approach is that the value of b can more easily be
interpreted as a slope coefficient. The value of a in turn can be interpreted
as an intercept.

At this point we encounter a problem: the slope of the demand curve on the
graph in Figure 3.1 is not equal to -2, nor is the vertical intercept equal to 180.
Why is this? The reader may have noticed that there is an inconsistency or lack
of correspondence in terms of the treatment of the dependent and independ-
ent variables in the exposition above. In the graph the price variable is treated
as the dependent variable, with quantity as the independent variable, while in
the equation it is the reverse. This is the most common way in economics of
representing both the graph and the equation but it raises the question: why is
there such an inconsistency? The easiest way to explain this is to start with
the equation. It is logical here to treat the quantity demanded as depending on
the price, and other variables if we want to include these in the equation on the
righthand side. Thus all the independent variables in the situation are on
the righthand side of the equation.

What about the graph then? As with understanding so many things in life,
we have to consider the origins and evolution of this type of representation.
Marshall’ was the first economist to develop this method, at the end of the
nineteenth century. However, the purpose of his analysis was different; he
wanted to show how equilibrium prices were determined in markets, in terms
of the interaction of both demand and supply. Thus he wanted to show how
much consumers were prepared to pay for certain quantities, and compare
this with the prices that suppliers wanted to receive in order to put such
quantities onto the market. In this context it is logical to treat price as a
dependent variable; both price and quantity are simultaneously determined
by demand and supply, but Marshall and other neoclassical economists were
primarily concerned with price determination, since the price mechanism was
seen as the key to allocating resources in the economy.

In conclusion we can say that either method of representing the graph or
equation is correct, meaning that either price or quantity can be treated as the
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dependent variable. However, the student needs to be able to switch from one
method or treatment to the other, according to convenience; the importance
of this will be seen as more material is covered.

Returning to the graphical interpretation of the coefficients, the value of b
represents the slope of the demand curve and a represents the vertical inter-
cept if the graph is drawn with the Q variable on the vertical axis. If we switch the
equation around we obtain:

P=90-0.5Q (3.5)

In this case the value of —0.5 represents the slope of the demand curve and the
value of 90 represents the vertical intercept if the graph is drawn in the
customary way, with P on the vertical axis.

3.2.3 Interpretation of equations

In the analysis above the coefficients in the linear two-variable equation have
been interpreted in graphical terms. They also have economic interpretations.
The value of a represents the maximum sales that will occur if the price is zero.
While this interpretation obviously has limited practical application, the inter-
pretation of b is of much greater practical importance. It represents the mar-
ginal effect of price on quantity demanded. This means that for every unit the
price rises, the quantity demanded will rise by b units. In the context of the
demand equation the value of b will normally be negative. This interpretation
can be extended to multiple-variable equations; each coefficient of a variable
represents the marginal effect of that variable on quantity demanded. Thus in
the equation:

Q=a+bP+cY (3.6)

the value of ¢ represents the marginal effect of Y (income) on Q.

So far it has been assumed that the demand relationship is linear. This is not
because the linear relationship is most common in practice but because the
analysis and interpretation of such relationships is the easiest to understand.
In reality the demand relationship may take a number of mathematical forms,
a topic explored more fully in the next chapter, but a particularly common
form is the power form. The two-variable expression of this is:

Q =aP’ (3.7)

This is shown graphically in Figure 3.2; it can be seen that the slope of the
demand curve decreases from left to right, as quantity increases. The shape is
the same if the axes are reversed, with the slope decreasing as price increases.
As with the linear form, the function can be extended to include other vari-
ables; in this case the function is multiplicative:

Q = aPbY* (3.8)
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Figure 3.2. Demand graph of power form.

The values of b and ¢ represent elasticities; more specifically, b represents the
price elasticity of demand, and ¢ represents the income elasticity of
demand. In the case of the price elasticity of demand this means that for
every 1 per cent the price rises the quantity demanded will rise by b per cent. In
the case of the income elasticity of demand this means that for every 1 per cent
the income rises the quantity demanded will rise by c per cent. This interpret-
ation is explained in greater detail in section 3.5.

Since the interpretation of marginal effects and elasticities is often a source
of confusion for students, it is worthwhile at this point to summarize the
interpretations of the linear and power forms:

Linear:Q=a+bP+ ...

b and other coefficients of variables are marginal effects.

For every 1 unit P increases Q increases by b units (b is normally negative).
Power: Q=aP’ ...

b and other coefficients of variables are elasticities.

For every 1 per cent P increases Q increases by b per cent (again b is negative).

We can also compare and contrast the interpretations of the linear and power
forms of demand equation in the following way:

Linear - constant marginal effects, varying elasticities
Power - varying marginal effects, constant elasticities

There is one other point of interpretation that requires clarification at this
stage. Economists talk about demand curves and demand equations; this
sometimes confuses students, who tend to think of a demand curve in purely
graphical terms. A demand curve refers not just to a line on a graph but also to
a relationship between price and quantity demanded, assuming other things
remain equal. Thus it is a particular type of demand equation.

3.2.4 Demand and revenue

The demand curve for a firm automatically determines its revenue function,
since revenue is simply price multiplied by quantity. As we shall see later in the
chapter and elsewhere, the concept of marginal revenue is also very important;
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Table 3.2. Demand and revenue relationships

Quantity Price Total revenue Marginal revenue
40 70 2,800 50
40
60 60 3,600 30
20
80 50 4,000 10
0
100 40 4,000 -10
-20
120 30 3,600 -30

this was introduced in the last chapter with reference to the profit-maximizing
model, being defined as the additional revenue derived from selling an extra
unit. We can now rearrange and expand the information in Table 3.1 to show
how total and marginal revenue can be measured. The table is rearranged
because revenue and marginal revenue are normally considered as functions
of quantity rather than price, as explained in more detail in Chapter 8. It
should be noted that marginal revenue can be calculated in two different
ways, which must not be confused:

1 AR/AQ - Thus when quantity changes from 40 to 60
MR = (3600 — 2800)/(60 — 40) = 40.

These values are given in bold in Table 3.2 and inserted between the quan-
tities of 40 and 60.
2 dR/dQ - This is the derivative of the revenue function.

Since P =90 - 0.5Q
R =PQ =90Q =0.5Q*
MR =90 - Q
These values are given by substituting the value of Q into the MR function and

are written directly opposite the relevant values of Q in the table. The graphs of
total and marginal revenue functions are illustrated in section 3.5.

3.3 Consumer theory

This area of economic theory is concerned with explaining why consumers
behave in certain ways, in particular with how the variables of price and
income affect what consumers buy and how much. While it may be true that
managers and business-owners are often not interested in this theoretical
background and analysis, being more concerned with demand responsiveness
to changes in different variables, this theoretical framework is still useful in
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explaining both motivation and behaviour. Some of the conclusions and
implications in terms of economic welfare are particularly relevant for govern-
ment policy. As in the previous chapters, a largely neoclassical approach is
taken here, and this is the traditional approach taken in both microeconomics
and managerial economics textbooks. However, it will be seen that this can be
extended to apply to a broader range of situations. At the start a basic model is
presented.

3.3.1 Assumptions

The most basic assumption of the neoclassical model is that consumers have
the objective of maximizing their total utility. Utility is defined in terms of
value or satisfaction. This is derived from consuming combinations of differ-
ent products. These products are purchased from what is assumed to be a fixed
amount of money available; thus there is a budget constraint on consumers’
purchasing, which is largely determined by current income, although other
factors like past saving, expectations of future income and the availability and
cost of credit are relevant. Thus the general situation from a consumer’s view-
point is an optimization problem subject to constraints.

The initial analysis of this situation involves using graphs and indifference
curves. The use of graphs limits the analysis to a two-variable situation, a
helpful initial assumption. An indifference curve shows combinations of two
products between which the consumer is indifferent because they give the same
total utility. It is worth noting that with this approach the concept of utility
does not have to be measured in cardinal terms, only in ordinal terms. This
means that we do not have to use an interval scale for measurement, as with
price or quantity; with an interval scale the difference between 4 and 5 units is
the same as the difference between 9 and 10 units in absolute terms because
the interval is the same. With an ordinal scale values are simply ranked in
order, without saying anything about the differences between the values. In
terms of indifference curves, one combination of products may be preferred to
another, but no attempt is made to measure the amount of the difference. This
avoids the problem of trying to measure utility; although utility can be meas-
ured in money terms this is not totally satisfactory because of the non-constant
relationship between utility and money (for example, having twice as much
money does not necessarily give twice as much utility).

A graph showing three indifference curves, I, I, and I, is shown in Figure 3.3.
Each indifference curve can be regarded as an ‘iso-utility’ curve; this means
that any combination of products on I, for example, gives the same total
utility to the consumer. It is assumed that consumers prefer more of a product
to less; therefore, indifference curves that are higher and to the right represent
greater total utility. Thus combination C gives more total utility than either
A or B, both of which give the same total utility. The indifference curves shown
represent only a sample of such curves for the consumer; there is an infinite
number of curves that could be drawn in principle, each with a slightly higher
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Figure 3.3. Indifference curves and consumer equilibrium.

level of total utility than its neighbour to the left. A graph showing such a
sample is often referred to as an indifference map.

In drawing the indifference curves above it may be noted that they possess
three main properties; these are now explained, along with the relevant
assumptions regarding consumer behaviour:

1. Negative slope. This follows from the assumption that consumers prefer
more of a product to less, as stated above, so that in obtaining more of one
product a consumer can afford to give up some of the other product to main-
tain the same level of total utility. This assumption is sometimes referred to as
non-satiation, but it should be realized that there are exceptions to this:
garbage and nuclear waste are examples, and such products are sometimes
called ‘bads’ as opposed to goods.

2. Convexity. This means that the slopes of the curves are decreasing as one
moves to the right. The absolute value of the slope is given by the marginal
rate of substitution of one good for another, in this case of hamburgers for
hot dogs, or in general, MRSxy. The MRSxy is the marginal rate of substitution
between X and Y and refers to the amount of Y that a consumer is prepared to
give up to gain one more unit of X. It has to be said that there is a certain
amount of confusion in the textbooks regarding this expression. Some texts
omit subscripts completely, while others mistakenly refer to MRSyx in the
above context. The confusion is understandable since we can refer to either
giving up Y for X or substituting X for Y, meaning the same thing. Thus the
assumption implies that people are willing to give up less and less of one
product to gain more of another. This in turn follows from the law of dimin-
ishing marginal utility which states that as people consume more of a
product within a given time period, eventually the increments in total utility
will begin to fall. This law is demonstrated in Figure 3.4: the consumer is
willing to give up three hot dogs to get one more hamburger when they only
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Figure 3.4. Indifference curves and convexity.

have two hamburgers (MRSxy is 3 in moving from A to B), but they are only
willing to give up two hot dogs to get one more hamburger when they already
have three hamburgers (MRSxy is 2 in moving from B to C); they are only willing
to give up one hot dog to get one more hamburger when they already have four
hamburgers (MRSxy is 1 in moving from C to D).

3. Non-intersection. Indifference curves can never intersect as this would
violate the principle of transitivity of preferences. Transitivity means that if
combination Fis preferred to combination E and combination E is preferred to
combination D, then combination F must be preferred to combination D. An
example of non-transitivity is the paper-rock-scissors game; rock beats scis-
sors and scissors beats paper, but rock does not beat paper.

This now concludes the section regarding assumptions; in order to explain
the remaining features of Figure 3.3 it is necessary to move on to the analytical
aspects.

3.3.2 Analysis

a. Consumer equilibrium

In order to find the consumer’s equilibrium point in Figure 3.3, where total
utility is maximized, it is necessary to combine the indifference curve map
with the consumer’s budget line. A budget line shows the maximum combin-
ations of products that can be purchased with a fixed sum of money, given fixed
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prices for the products. The equation of the budget line is in general terms
given by:

M = PxX + PyY (3.9)

where the budget of the consumer is given by M. If the consumer spends the
whole amount on hamburgers they will be able to buy the quantity M/P,.
Similarly, if they spend their whole budget on hot dogs they will be able to
buy the quantity M/Py;. The budget line will therefore be linear and have
negative slope; the absolute magnitude of the slope is given by:

M/Py
M/P,

=P,/P, (3.10)

In general terms the budget line has the slope Px/Py. In order to maximize
utility the consumer must be on the highest indifference curve possible for a
given budget. Thus, although with budget M the consumer could just afford to
consume at point A or point B on I;, they will be better off consuming combin-
ation C on I,. This will represent their equilibrium point, where their budget
line is tangential to the indifference curve.

The slope of an indifference curve can also be derived. When the consumer
moves from point A to B they gain utility from consuming more hamburgers
given by AQ;, x MU, where AQy, represents the increase in number of hambur-
gers purchased, and MU, represents the marginal utility of the additional
hamburgers. The consumer also loses utility from consuming fewer hot dogs
given by AQy x MUy. Since the points are on the same indifference curve and
therefore must give the same total utility, the gains must equal the losses, thus

AQy x MU, = AQy x MUy (3.11)

Since the slope of the indifference curve is given by AQq4 [ AQy, and from (3.11)
we can express AQ, as AQy x MUy/MU,, we can now express the absolute
magnitude of the slope as:

AQd/(AQd X MUd/MUb) = MUb/MUd (3.12)

In more general terms this slope is given by MUy [ MUy.
The consumer’s equilibrium can now be derived as follows. At equilibrium
the slopes of the budget line and the indifference curve are equal, thus:

Pb/Pd :MUb/MUd or generally Px/PY = MUx/MUy (3.13)

This means that a consumer should spend their budget so that the ratio of the
prices of the goods should equal the ratio of the marginal utilities of the last
units purchased. This is easier to understand if the expression is rearranged as:

MUy /Px = MUy /Py (3.14)

The interpretation of this is that a consumer should spend so that the marginal
utility of the last unit of money spent on each product is the same. This
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Figure 3.5. Derivation of demand curve from indifference curve analysis.

interpretation can easily be extended to the more realistic situation where a
consumer is allocating a budget among many competing products.

b. Derivation of the demand curve

We have seen in section 3.2 that a demand curve describes the relationship
between prices and quantity demanded per time period, other things remaining
equal. At that point it was assumed that the curve was downward-sloping, but
we are now in a position to prove this and derive the demand curve using
indifference curve analysis. In Figure 3.5 it is assumed that the price of hot
dogs remains the same whereas the price of hamburgers changes. The budget to
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be spent is assumed to be £150 per year. If the price of hamburgers is £3 the
maximum number that can be afforded is 50 (with no hot dogs purchased), but
the consumer will maximize their total utility at point A, representing 20
hamburgers. If the price is reduced to £2 the consumer can afford a maximum
of 75 hamburgers, but will achieve equilibrium at point B, representing 56
hamburgers. If the price is further reduced to £1 the maximum number that
can be purchased rises to 150, but the equilibrium is at point C, representing 107
hamburgers.

It can now be seen that as the price of hamburgers falls so the quantity that
the consumer wants to buy will increase, which confirms the law of demand
stated earlier. The graph in Figure 3.4 applies to a single individual; in manager-
ial economics we are normally more interested in the demand curve for a firm
or market. In principle this can be obtained by adding together all the quan-
tities demanded by the different consumers at each price. Thus if Smith and
Jones constitute the market for hamburgers, and at the price of £3 Smith wants
to buy 20 hamburgers while Jones wants to buy 30, the quantity demanded by
the market at £3 is 50. This method of derivation (sometimes called the
‘market build-up’ method) is tedious if there are a lot of customers in the
market; in this case the methods of estimation described in Chapter 4 are
more appropriate.

¢. Income and substitution effects*

When the price of a product changes there are actually two different effects of
this on the quantity demanded. In most cases these will reinforce each other by
acting in the same direction. Thus when the price of hamburgers falls both the
substitution and income effects may cause quantity to rise. The use of indif-
ference curve analysis enables these effects to be separated from each other to
see the direction and relative importance of each one. This aspect may be of
little importance to most managers or business analysts, but it does have some
important welfare implications that can affect government policy, as seen in
Chapter 12.

The income effect of a price change arises because the real income, in
other words purchasing power, of the consumer is affected. With a price fall,
the income effect is that the real income of the consumer is increased; if the
good is a normal good they will consume more of that good when their income
increases, thus causing a negative relationship between price and quantity
demanded. Economists refer to goods as being ‘normal’ if more is consumed
when income increases and vice versa. However, there are some products,
referred to as inferior goods, where consumers buy less of the good when their
income increases; in this case they are switching to buying better quality
products. Examples from empirical studies include bread, margarine, beer
and public transport, although it should be stressed that these products are
only inferior in certain situations, not generally. In the case of inferior pro-
ducts the income effect is positive, as a price fall reduces quantity demanded.
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Figure 3.6. Income and substitution effects.

The substitution effect on the other hand is always negative. Consumers
will always switch to buying more of the product if its price falls, other things
including income being equal. The method of separating the income and
substitution effects of a price change is to draw a compensated budget
line. The approach is illustrated in Figure 3.6. In this case the price of ham-
burgers is falling (while the price of hot dogs stays the same), thus causing the
consumer’s budget line to rotate counter-clockwise from UV to UW. The original
equilibrium at point A, corresponding to Q; hamburgers, now shifts to point B,
corresponding to Q, hamburgers. Thus there is a total increase in quantity
demanded of Q, — Q.

Now the income effect of the price reduction can be compensated for by
shifting the budget line to the left, keeping it parallel to the new budget line
UW. There are two different approaches to doing this: the more common one,
used in Figure 3.6, compensates the consumer by maintaining their total
utility at the original level, shown by indifference curve I ;. This is sometimes
referred to as the Hicks” approach. In this case the compensated budget line is
shown by XY, which is parallel to the new budget line UW and tangential to the
original indifference curve I,. The alternative approach, associated with
Slutsky, is to compensate the consumer by allowing them to buy the same
combination of goods as originally purchased, thus maintaining their real
income constant; in this case the compensated budget line would still be
parallel to UW, but pass through point A.

Using the Hicks approach it can be seen that the substitution effect involves
a movement along I, from A to C; thus the substitution effect is given by
Q3 — Q4. The shift from C to B represents an income effect; thus the quantity
Q2 —Q3is an income effect.
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3.3.3 Limitations

The approach to consumer theory taken so far in this section has many
advantages. It explains a number of features of behaviour that are observable
in practice and it makes possible many testable predictions, at least in general
terms. However, there are some serious shortcomings of the model, particu-
larly in its basic form:

1 Concentration on price. This is the same problem as with the basic model of
the theory of the firm. Other aspects of the marketing mix are ignored. In
fact the model predicts that advertising should not affect demand, since
consumers are rational and have perfect information regarding products.
Furthermore the model ignores the importance of product quality in
affecting demand.

2 Search costs. Consumers have to obtain information regarding price, quality
and availability of products and there is a cost attached to this. For inexpen-
sive products that are bought frequently habit formation is important, since
this reduces search costs. In other situations, consumers may use price as an
indicator of quality, particularly in the absence of other quality cues, again
to reduce search costs and uncertainty.

3 Rationality. It is sometimes argued, particularly by behaviourists, that
humans rarely make the relevant computations that are necessitated by
the neoclassical model, particularly with practical time constraints. Instead
behaviour is impulsive and satisficing. This aspect was discussed in Chapter 2,
in connection with the concept of bounded rationality.

In view of the above criticisms it is worth considering some alternative
approaches to the traditional model.

3.3.4 Alternative approaches™

Two approaches will be reviewed here: the first is concerned with the first
limitation above, while the second is concerned with the last two. Both
approaches are described only briefly; to do them both justice would require
at least another two chapters, but some of the main scholars in each area are
mentioned for reference purposes.

a. Characteristics approach

This was originally developed by Lancaster;” he argued that consumer prefer-
ences are based not on goods as such but on characteristics of those goods.
It can be summed up by a pithy quotation attributed to Revlon: ‘in the factory,
we make cosmetics; in the store we sell hope.’ Since Lancaster, many market-
ing scholars have taken up the theme in various ways, notably Howard
and Sheth,” Green and Wind® and Myers and Alpert.® Most of these approaches
involve identifying and measuring product attributes in various ways and
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developing models with different criteria for consumer choice between
products. For example, an expectancy value model predicts that consum-
ers will favour a product that maximizes the sum of the weighted attribute
scores. Other criteria for evaluating and selecting products involve ‘ideal
brand’ models, conjunctive, disjunctive and lexicographic models. It is not
appropriate to discuss these here, but they are explained in any good mar-
keting text.

Lancaster’s original approach was somewhat different in that it emphasized
the importance of attributes from the point of view of the firm launching new
products, particularly in terms of pricing strategy. A firm had to determine
first of all what constituted the main competitive products; then it had to
identify the relevant product characteristics and measure these compared
with those of its own proposed product. Finally it could calculate what prices
it needed to charge in order to dominate these other products, i.e. be superior
in at least one characteristic without being inferior in any other. The firm
could also estimate implicit prices: these are the prices consumers have to pay
to gain an additional unit of a characteristic. Thus Lancaster’s approach was
particularly useful in identifying competitive products, determining pricing
strategy and determining the feasibility of new products.

b. Irrationality theories

There are a number of different theories in the area of irrationality. One
example is prospect theory. This was originally developed by Kahneman
and Tversky’ and is based on various findings of psychological research. As
seen in Chapter 2, the main claims of this theory are that people do not
measure risk consistently and regularly miscalculate probabilities. In particu-
lar they have asymmetric attitudes to gains and losses, being loss averse. This
means that they obtain less utility from gaining £100, for example, than they
would lose if they lost £100. This affects the demand for gambling and insur-
ance. People also tend to compartmentalize, meaning that they tend to view
decisions in isolation, rather than as part of a whole framework; this can lead
to inconsistency in decision-making.

A considerable body of research, by both psychologists and economists, has
shown that much decision-making involves the emotions, which can see-
mingly lead to irrationality. Frank,® in particular, has examined this connec-
tion. In various experiments, like the ‘ultimatum bargaining game’, people
were found to act irrationally if their sense of ‘fairness’ was offended. In this
game John is given £100 in cash and told to share it with Jim. John must say
how much he intends to give Jim and, if Jim refuses the offer, neither person
will get anything at all. If Jim accepts the offer, then he gets the amount John
has offered. The ‘rational’ action for John, assuming he thinks Jim is also
‘rational’, is to offer Jim a tiny amount, like £1, and keep the remaining £99.
Jim, if he is ‘rational’, should accept the £1, since if he refuses the offer he will
get nothing. In practice Frank found that not only do very few people in John’s
position make such a small offer, but also even fewer will accept such offers in
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Jim’s position. The most common offer made was £50. Frank concluded that a
sense of fairness was involved here, and that John had to show that he was
committed to being a fair person and therefore should be trusted in any
transaction.

There is another dimension to this situation to be considered: John offers
Jim £50 because he knows Jim will refuse a lower offer. Jim refuses a low offer
because he does not want to be perceived as a ‘soft touch’. Therefore, although
it might seem to be in Jim’s short-run best interest to accept a low offer as
being better than nothing, it may not be in Jim’s long-run best interest to do so
since others may try to take advantage of him in the future. This type of
situation is discussed in much more detail in Chapter 9, in connection with
game theory.

Thus consumers may act ‘irrationally’ if they feel they are being ‘gouged’ by
sellers, i.e. they might not buy even if the marginal utility of consumption
exceeds the price. Furthermore, various researchers like Elster and Damasio’
have concluded that emotions are a necessary part of our psychological make-up;
without them we become indecisive, depressed and social misfits. In Frank’s
model they are necessary to ensure commitment, to convince other people
that we are trustworthy, so that they will engage in transactions with us.

3.3.5 Conclusions

Some of the main objections to the neoclassical model have now been
explained and alternative approaches discussed. However, it was seen in the
previous chapter that the neoclassical model can be very versatile in the sense
that it can be extended to overcome many of the initial shortcomings of the
basic model. This again applies in the context of consumer behaviour.

Taking the characteristics approach first, although the neoclassical model
places an undue emphasis on price, the expectancy value model is very much
in keeping with the utility-maximizing tradition. The criticisms relating to
rationality are harder to deal with, but a number of economists are now
incorporating ‘irrational’ behaviour into their models. Becker,'® for example,
has claimed that a downward-sloping demand curve can still be derived on the
basis of irrational behaviour."' Other economists have even extended this
analysis to animal behaviour, showing that a downward-sloping demand
curve applies in this context also.

Indeed, much modern research into motivation and behaviour is now
coming from biologists and evolutionary psychologists. Important relation-
ships between Darwinian natural selection or modern ‘selfish gene’ theory
and neoclassical economics are not difficult to find. Many economists are
now taking the approach that much behaviour that was previously seen as
irrational, like tipping a waiter that you never expect to see again, or doing
charity work, is indeed rational if seen from a broader viewpoint, in other
words considering our evolutionary history. For example, Smith'” has intro-
duced some developments and variations on Frank’s ultimatum bargaining
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games and concluded that a rational reciprocity underlies people’s motivation.
This indicates that it pays to have morality and emotions, because the resulting
‘irrational’ behaviour is actually in our rational self-interest in the long run.
The challenge is to be able to model these more complicated patterns of
behaviour.

3.4 Factors determining demand

This section is concerned with identifying the factors which affect the quantity
demanded of a product, describing the nature of these factors, examining how
they can be measured, and examining the relationship with quantity
demanded. These factors can be considered in terms of a demand function:

Q =f(P,I,A,D,Y,...) (3.15)

where each symbol on the righthand side denotes a relevant factor. P refers to
price, L to quality, A to advertising spending, D to distribution spending and Y
to the average income of the market.

It is useful from a managerial decision-making viewpoint to distinguish
between controllable and uncontrollable factors. Controllable in this context
means controllable by the firm; the distinction in practice between what can
be controlled and what cannot is somewhat blurred, as will be seen. The
relevant factors are summarized in Figure 3.7.
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Competitive factors
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Figure 3.7. Factors determining demand.
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3.4.1 Controllable factors

These correspond to what are often referred to as the marketing-mix
variables.

a. Price

The nature of price has been discussed above, in terms of how it can be
measured and how it affects the quantity demanded. A further aspect of the
nature of price, as an indicator of quality, will be considered in Chapter 4, in
terms of the implications of empirical studies. The firm may well be a multi-
product firm, in which case the prices of its other products are also relevant,
since they are often substitutes or complements. This factor is discussed in the
context of ‘uncontrollable factors’.

b. Product

It is the perceived quality of the product that affects quantity demanded. In
practice there are two problems of measurement. The first of these is subject-
ivity: different consumers perceive quality differently. The second is multi-
dimensionality which is now discussed at greater length.

Products often have many different attributes, as was mentioned in the
previous section. This is particularly obvious for expensive and hi-tech pro-
ducts. With mobile phones, for example, a consumer may be looking for a
good design, small size and weight, multiple features, a good complementary
network, a good brand name, a good warranty, and so on. Even with an
inexpensive product like toothpaste, consumers may be looking not just for
something to clean their teeth, but also something that whitens their teeth,
smells fresh, prevents decay and plaque and comes in a convenient dispenser.
Marketing professionals and researchers often make use of multidimensional
scaling in this situation. Consumers are asked to rate a product on a range of
characteristics, giving a score for each one. Such questionnaires have to be
carefully designed in order to include all the relevant factors; they also involve
assumptions regarding the relative importance of the factors in terms of their
weighting. Sometimes the unit cost of production is used as an approximate
measure of quality; this again may not be an accurate indicator of quality, since
it may be more a reflection of the efficiency of the firm.

¢. Promotion

This refers to communication by the firm with its intended customers, ulti-
mately aimed at persuading them to buy the product. The main components of
the promotion-mix are customarily identified as: advertising, personal selling,
publicity and sales promotion. Sometimes other elements are included separ-
ately, like direct marketing or packaging. These are usually measured in
terms of expenditure and there is a direct relationship with quantity
demanded.
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d. Place

This is not a very apt description of what is involved here. It refers to distribu-
tion strategy, in particular the selection of distribution channels. This is again
measured in terms of expenditure and again there is a direct relationship with
quantity demanded.

In summary, the last three components of the marketing mix can all be
considered as costs, while price is the only component that contributes
directly to revenue; its relationship with revenue depends on price elasticity
and this is examined in section 3.5.

3.4.2 Uncontrollable factors

These generally are external or environmental, and include a wide variety of
factors whose relative importance varies from one product to another.

a. Income

This is a very important factor affecting quantity demanded for the majority of
goods. Although it is expressed numerically there are a number of measure-
ment problems. First of all, economists measure income in a number of
different ways. The measure that is usually the most relevant to determining
demand is personal disposable income (PDI). Although most governments or
governmental agencies publish reliable figures relating to this on a regular
basis, these are on a national basis and are therefore only strictly applicable to
firms that have national markets. It is the average personal disposable income
of the market for the firm that is relevant. There is thus a measurement
problem if the firm has only a small market, because of the difficulty in
obtaining relevant information; this is easier for national markets, or at least
regional markets. In the situation where a firm has a small market, or one that
is difficult to identify in terms of geographical area or otherwise, some proxy
income variable may have to be used. For example, a shop selling products to
just a small area or customer base within London may have to use average
income in London as a proxy variable. The relationship with quantity
demanded can be direct or inverse depending on whether the product is
normal or inferior, as discussed in the previous section.

b. Tastes

These are difficult to define and measure, because they relate to subjective
preferences and are multidimensional, just like perceived quality, which they
influence. They can vary considerably both intertemporally and inter-
spatially. Intertemporal variations are variations over time; these apply espe-
cially to products whose demand is affected by fashion. This refers not just to
clothes, but to other consumer products like entertainment, food and sports.
Examples of products where fashion has caused big increases in demand are
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micro-scooters, teletubby dolls (Barney dolls in the United States), computer
games, adventure sports and Viagra. Of course, demand for these products can
also fall rapidly when they go out of fashion, like a yo-yo (another good
example). These trends in fashion may be recurrent over time.

Inter-spatial variations are variations from place to place, especially from
country to country. Good examples of products where tastes vary from country
to country are beer, Coke, ketchup, TV programmes and Marks & Spencer
(see Case 3.1). Much of this variation arises because of socio-cultural factors. Of
course, tastes are not an entirely uncontrollable factor; firms try to influence
tastes through their advertising. Cigarette advertising is an example of this,
and this is one factor that causes governments to regulate it. This leads us
straight into the next factor.

¢. Government policy

This has both micro- and macroeconomic effects. The first of these are con-
sidered here. Governments often want to discourage us from buying certain
products and sometimes to encourage us to buy more of other products. The
reasons for this are examined in Chapter 12. Examples of the first category are
cigarettes, alcohol, many other drugs (as opposed to medicines, which are in
the second category, even though in practice the distinction may be very
difficult to draw), weapons, products whose consumption or production
causes environmental damage, and sometimes pornography and foreign
goods. Goods in the second category are often their opposites. There are
many policy instruments in either case: bans, indirect taxes/subsidies, health
warnings, promotion regulations, licences, age restrictions, restrictions on
times and places of consumption. It is important to distinguish between
policies primarily affecting supply, like the first two, and those affecting
demand. The fact that indirect taxes (or subsidies) do not affect demand is
explained in the next subsection.

d. Competitive factors

This refers to the marketing mix of competitors. Price is not the only
relevant factor here because firms often compete in other ways. This non-
price competition occurs particularly in oligopolistic markets, for reasons that
will be explained in Chapter 8. An example of this is the competition
between Coke and Pepsi, who have a virtual duopoly of the cola market. The
competition between them occurs mainly in terms of promotion and
distribution.

e. Demographic factors

These refer not only to the size of population, but also to its structure. In
particular the ageing of the population affects demand in many ways because
older people demand more health services and pensions. This has important
implications for government policy and the taxpayer.
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f. Climatic factors

Weather, rainfall, temperature and also terrain are important. In Canada, for
example, there is a greater demand for snow shovels, snow tyres and chains,
salt for the roads and rust-proofing for cars.

g. Seasonal factors

These refer to any regular, repeated pattern in demand. Many products have a
demand that varies according to season of the year, like air travel, hotels, car
rental, jewellery and restaurants. The latter also has a monthly pattern (more
people eat out at the beginning of the month when they have more cash), a
weekly pattern (more people eat out at weekends) and a daily pattern. Many
products have a daily pattern in demand, for example public transport, elec-
tricity, telephone calls and health clubs. This also has implications for pricing;
many firms use peak and off-peak pricing. This will be examined in more detail
in Chapter 10.

h. Macroeconomic factors

These include income, discussed earlier, and also interest rates, exchange
rates, inflation rates and unemployment rates. If interest rates fall, for exam-
ple, this may affect demand for two reasons: many homeowners have mort-
gages and the falling interest rate will increase their discretionary income.
This is the income that they have available to buy non-necessities. Thus they
will buy more of most (normal) goods. In addition, the demand for consumer
durables will be increased, since these are often bought on credit and will
therefore be in effect cheaper. Government policy obviously affects these
macroeconomic factors to some degree.

i. Institutional factors

These include a wide variety of effects; the physical infrastructure of roads,
railways and telecommunications is relevant, so are political systems, legal
systems, education systems, housing systems, religious systems and family
systems. For example, a country that has a poor transportation infrastructure
will have a low demand for cars; a country with low literacy levels will have a
relatively low demand for newspapers and magazines.

J. Technological factors

These primarily affect supply but also affect demand indirectly; this is best
explained with an example. Mobile phones will again serve this purpose.
Before the 1980s the concept of a truly mobile phone was still in the realm of
science fiction, because the technology was not available. Thus consumers had
not taken time to consider the potential of such a product and there was no
real demand. As advancing technology made possible smaller, lighter, more
effective and cheaper products, consumers had a true chance to evaluate the
potential of the product and then demand began to increase accordingly.
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Figure 3.8. Change in demand.

k. Price of substitutes and complements

A substitute is a product with similar perceived functions or attributes; cars and
public transport are substitutes. If the price of public transport were to rise this
would increase the demand for cars, other things being equal. Complementary
products are consumed together in some way; cars and petrol are complements.
If the price of petrol were to rise this would reduce the demand for cars, other
things being equal. Thus in the case of substitutes the relationship is positive,
while in the case of complements the relationship is negative.

I. Expectations of changes in any of the above factors

If any factor, controllable or uncontrollable, is expected to change in the
future, this can affect current sales. For example, it has been estimated that
car sales in the UK in 2000 were 300,000 units lower than they otherwise would
have been because prices were expected to fall. Similarly, expectations of
changes in income, climate, government policy and competitive factors can
all affect current demand.

3.4.3 Demand and quantity demanded

As already mentioned in the first section of this chapter, the failure to distin-
guish between these is very common and causes errors of analysis. The follow-
ing explanation, graphs and example are intended to clarify this distinction.

a. Type of change: demand

1 Graphical Representation: Shifts in the demand curve (Figure 3.8)
2 Cause: Changes in any factor affecting the quantity demanded apart from
price.

b. Type of change: quantity demanded

1 Graphical representation: Movements along the demand curve (Figure 3.9)
2 Cause: Changes in price, which are in turn caused by changes in costs and

supply.
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Figure 3.9. Change in quantity demanded.

A good example illustrating the difference between the two cases is the effect
of an indirect tax. It is sometimes claimed that a tax on cigarettes will reduce
the demand. This is untrue; such a claim would relate to the first case above
(a change in demand), but with the demand curve shifting to the left, reducing
the price. In fact we know that the price increases. This is because the increase
in an indirect tax falls into the second category above (a change in quantity
demanded). It increases the marginal costs of production, thus shifting the
supply curve upwards and to the left. This increases the price (from P, to P5)
and reduces the quantity demanded (from Q; to Q5).

Case study 3.1: Marks & Spencer

Does M&S have a future?'’

The country’s most famous retailer Marks & Spencer’s
big store in London’s Kensington High Street has just
had a re-fit. Instead of the usual drab M&S interior, it is
now Californian shopping mall meets modernist
chrome and creamy marble floors. Roomy walkways
and designer displays have replaced dreary row after
row of clothes racks. By the end of the year M&S will
have 26 such stores around Britain — the first visible
sign that the company is making a serious effort to
pull out of the nose-dive it has been in for the past
two years.

Things have become so bad that M&S, until
recently a national icon, is in danger of becoming a
national joke. It does not help that its advertisements
featuring plump naked women on mountains - the
first-ever TV ads the company has produced — have
met with an embarrassed titter; nor that, last week,
the BBC's Watchdog programme savaged M&S for
overcharging and poor quality in its range of
garments for the fuller figure.

As the attacks grow in intensity, so do the doubts
about M&S's ability to protect its core value: a
reputation for better quality that justified a slight price
premium — at least in basic items, such as underwear.
It is a long time since any self-respecting teenager
went willingly into an M&S store to buy clothes. Now
even parents have learned to say no. Shoppers in
their thirties and forties used to dress like their
parents. Now many of them want to dress like their
kids.

M&S's makeover comes not a moment too soon.
Compared with the jazzy store layouts of rivals such
as Gap or Hennes & Mauritz, M&S shops look like a
hangover from a bygone era. The makeover aims to
bring it into the present.

People tended to join M&S straight from college
and work their way slowly up the ranks. Few senior
appointments were made from outside the
company. This meant that the company rested on its
laurels, harking back to ‘innovations' such as
machine-washable pullovers and chilled food.
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Worse, M&S missed out on the retailing revolution
that began in the mid-1980s, when the likes of Gap
and Next shook up the industry with attractive displays
and marketing gimmicks. Their supply chains were
overhauled to provide what customers were actually
buying — a surprisingly radical idea at the time.

M&S, by contrast, continued with an outdated
business model. It clung to its ‘Buy British’ policy and
it based its buying decisions too rigidly on its own
buyers' guesses about what ranges of clothes would
sell, rather than reacting quickly to results from the
tills. Meanwhile, its competitors were putting
together global purchasing networks that were not
only more responsive, but were not locked into high
costs linked to the strength of sterling.

In clothing, moreover, M&S faces problems that
cannot be solved simply by improving its fashion
judgments. Research indicates that overall demand
for clothing has at best stabilised and may be set to
decline. This is because changing demographics
mean that an ever-higher share of consumer
spending is being done by the affluent over-45s. They
are less inclined than youngsters to spend a high
proportion of their disposable income on clothes.

The results of M&S's rigid management approach
were not confined to clothes. The company got an
enormous boost 30 years ago when it spotted a gap
in the food market, and started selling fancy
convenience foods. Its success in this area capitalised
on the fact that, compared with clothes, food generates
high revenues per square metre of floor space. While
food takes up 15% of the floor space in M&S's stores,
it accounts for around 40% of sales. But the company
gradually lost its advantage as mainstream food chains
copied its formula. M&S's share of the British grocery
market is under 3% and falling, compared with
around 18% for its biggest supermarket rival, Tesco.

M&S has been unable to respond to this
competitive challenge. In fact, rather than leading the

3.5 Elasticity

way, it has been copying rivals’ features by
introducing in-house bakeries, delicatessens and
meat counters. Food sales have been sluggish, and
operating margins have fallen as a result of the extra
space and staff needed for these services. Operating
profits from food fell from £247m in 1997 to £137m
in 1999, while sales stayed flat.

Perhaps the most egregious example of the
company’s insularity was the way it held out for more
than 20 years against the use of credit cards,
launching its own store card instead. This was the
cornerstone of a new financial-services division, also
selling personal loans, insurance and unit-trust
investments. When, in April this year, M&S eventually
bowed to the inevitable and began accepting credit
cards, it stumbled yet again. It had to give away
around 3% of its revenues from card transactions to
the card companies, but failed to generate a big
enough increase in sales to offset this. Worse, it had
to slash the interest rate on its own card,
undermining the core of its own finance business.
And this at a time when the credit-card business was
already becoming more competitive, with new
entrants offering rates as low as 5%.

If shrunk to its profitable core, M&S may become
an attractive target for another big retailer. At the
moment, however, while its food division may be
attractive to the likes of Tesco, the clothing side
represents a daunting challenge. Why take the risk
now, when the brand may be damaged beyond
repair?

Questions

1 Identify the main factors affecting the demand for
M&S products.

2 Analyse the weaknesses and threats on the
demand side of M&S, relating these to controllable
and uncontrollable factors.

Elasticity in general terms is concerned with the responsiveness or sensitivity of
one variable to changes in another. Demand elasticity is concerned with how
the quantity demanded is responsive to changes in any of the factors described
in section 3.4. Essentially elasticities are an alternative way of measuring
responsiveness to the marginal effects discussed in the first section of this
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chapter; however, they have the advantage that they allow more meaningful
comparisons between different products because they are measured in relative
terms, meaning percentages, rather than in absolute units. Theoretically we
could discuss elasticities for all the different controllable and uncontrollable
factors affecting demand but in practice there are four main types of elasticity
that tend to be measured and examined, corresponding to four particularly
important factors in the demand function: price, promotion, income and
the price of a related product:

Q =f(P,AY,P) (3.16)

Each of the above elasticities needs to be analysed in terms of:

a. definition

b. measurement

c. range of values

d. determinants

e. use and applications.

3.5.1 Price elasticity

a. Definition

PED is the percentage change in quantity demanded in response to a 1 per cent
change in price. In symbols we can write:

PED = %AQ /%AP (3.17)

b. Measurement

The reader should be warned at this point that the following material will appear
highly abstract at first, and for many people will only start to make sense when it
is applied to the kinds of problem discussed later on in the chapter.

The definition in (3.16) is the easiest one to use for measurement. Referring
to Figure 3.9, in the previous section, if price is raised from 4 to 5 units (the
units do not matter):

PED from A to B=—-20/ + 25 = —-0.8.

The interpretation of this value is that for every 1 per cent rise in price there
is a 0.8 per cent fall in the quantity demanded. However, there is a measure-
ment problem here, because if we now reverse the price change and reduce the
price to 4, the calculation is as follows:

PED fromBtoA = +25/—20=—1.25.

Therefore this measure of PED (termed the simple PED) is inconsistent; later
on it will also be shown to be inaccurate. The reason for this is the changing
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base for the percentage calculation. It is therefore better in terms of consis-
tency and accuracy to use a measure involving average prices and quantities.
Thus

AQ
%AQ = — = _9/9—_2222
C=orpe Y
and
AP
BAP = ———— =1/45 =22.22
(P, + Py)/2 /

Therfore in the above example PED = —1, both from A to B and from B to A;
this measure of PED is termed the adjusted PED. The procedure above can be
simplified by deriving the formula:

AQ P;+P,
PED =——=
AP Q4 Q
-2 445
=— X =
1 10+8

—1 (asbefore) (3.18)

It can easily be verified that the same result is obtained if the price change is
from 5 to 4 units.

The above measures, both simple and adjusted, are called measures of arc
elasticity, because they apply between two points or values. Sometimes we
want to measure elasticity at a single point or price, and this is appropriate
when we are considering the effect of a very small price change. This can be
done using a point elasticity, and involves the concept of limits and deriva-
tives. The relevant formula becomes:

PED = 88% x g (3.19)
where 0Q /0P represents the partial derivative of Q with respect to P. This
mathematical concept of a partial derivative has an important economic
interpretation, which follows from the material in section 3.2: it represents
the marginal effect of price on quantity, assuming other factors affecting
demand remain the same. Normally this partial derivative is calculated by
differentiating the demand function, in this case:

Q=18-2P
Therefore at A:
PED = -2x4/10=-0.8
and at B:
PED =-2x5/8 =—-1.25

This shows that the PED varies along the linear demand curve.
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Table 3.3. Range of values for PED

|PED| Demand Interpretation

>1 Elastic Consumers responsive to price changes

<1 Inelastic Consumers not very responsive to price changes
=1 Unit elastic Intermediate case

00 Perfectly elastic Infinitely responsive (buy nothing if price rises)

0 Perfectly inelastic Totally unresponsive (buy the same if price rises)

With the power form of demand curve we can again use either arc or point
elasticity but in this case we can prove that they are the same. If we apply the
point PED formula to the power form Q =aP® we obtain the following from
(3.19), using partial differentiation:

b

PED = baP*~! x g = baP"! x % = ’% = (3.20)
This is a very important result: it shows that for any power form of the demand
curve the power represents the PED, which will be constant for all prices along
the demand curve. This in turn means that the arc and point elasticity must be
the same, as stated earlier. Furthermore, the result can be generalized to apply
to any elasticity; for any power form the power of a variable represents the
elasticity of the dependent variable with respect to that independent variable.
This concept will be applied in many situations as we continue our analysis,
not only in this chapter.

¢. Range of values

This can be seen from Table 3.3. It should be noted that the PED is always
interpreted in terms of its absolute magnitude when we are referring to
whether demand is elastic or inelastic; its negativity is simply because of the
inverse relationship between price and quantity demanded. We shall see,
however, that in performing calculations involving the PED, it is important
to include the sign.

d. Determinants of PED

There are three main factors that affect the price elasticity, of which the first is
the most important.

1. Availability of substitutes. The more close a substitute(s) a product has the
more elastic is its demand. An example is the demand for cigarettes: this
demand is inelastic because such substitutes that exist (like cigars, pipes,
chewing tobacco, other drugs, nicotine patches and chewing gum) are not
very close in terms of their perceived functions and attributes. However, a
single brand of cigarettes may have elastic demand, depending on brand
loyalty. In this case we are referring to a different issue; instead of asking
what will happen when the price of all cigarettes changes we are asking what
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Table 3.4. Estimates of price elasticities

Product PED

Airline tickets (USA—Europe), economy -1.30""
Auto repair -0.36'°
Beef -0.65'°
Beer (consumed at home) —0.84"7
Bread -0.09'®
Cheese -1.16'®
Chicken -0.65'°
Chicken (not free range) —0.13'8
Cinema tickets -0.87'°
Coffee (instant) -0.36'°
Coffee (regular) -0.16'°
Dental visits (adults) —0.72%°
Electricity (household) -0.13"°
Fruit juices —-0.80'°
Furniture —3.04°!
Health club memberships —0.87%
Household appliances -0.64'°
Housing -0.23%°
Legal services —0.61'°
Medical insurance -0.31"°
Milk -0.18'¢
Milk -0.49'°
Potatoes -0.27'°
Restaurant meals -1.63"
Shoes -0.73"°
Taxi service —1.24'°
Telephones —-0.10%*
Tobacco products —-0.46'°

will happen when the price of one brand changes while the price of other brands
stays the same. In this situation the PED will depend on whether other brands are
seen as substitutes; hence the importance of brand loyalty in affecting PED. If
there is a great amount of brand loyalty, other brands will not be seen as
substitutes and demand will be less elastic than would be the case if there
were less brand loyalty. Generally speaking, the more narrowly a product is
defined the more elastic its demand will be, for example food, breakfast
cereals, cornflakes and Kellogg’s cornflakes have increasingly elastic demand.

2. Proportion of income spent on the product. The higher this is, the more
elastic the demand, other things remaining equal. This is because the income
effect of the price change is greater. Thus the demand for sugar will tend to be
inelastic while the demand for cars will be more elastic.

3. Time frame. Demand tends to be more elastic in the longer term, because it
may take time for consumers to switch to different products. An example of this
was oil in the 1970s, when the price quadrupled. The demand was inelastic in the
short run because it was difficult for households and firms to cut back on their
consumption. As time went on consumers could switch to other forms of heating
and more fuel-efficient cars, and firms also switched to other firms of energy, such
as electricity and gas-turbine generators. Habits are easier to change over a longer
time period. Two further examples relate to electricity and cinema tickets. The
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Table 3.5. PED relationships with revenue, costs and profit

Demand Price Quantity Revenue Costs Profit
Elastic 1 |more 1 ! ?

! Tmore 1 1 ?
Inelastic T less 1 ! T

1 Tless ! 7 !
Unit elastic 1 |same same ! T

l Tsame same 1 |

1 =increases; Tmore =increases by a larger proportion; {less=increases by a smaller
proportion; Tsame =increases by the same proportion; | =decreases;

|more =decreases by a larger proportion; |less=decreases by a smaller proportion;
|same = decreases by the same proportion; ?=unknown without further information

PEDs of —0.13 and — 0.87 respectively, as reported in Table 3.4, are short-run
estimates; the same study estimated the long-run PEDs at —1.89 and — 3.67.

These examples of short-run and long-run estimates illustrate a very import-
ant point, one that is emphasized throughout this text: theory alone cannot
predict exactly what the PED for a product will be; it can only provide some
indications of the general size and sign of the value. We need to measure
elasticities using empirical studies (this methodology will be explained in
Chapter 4) to confirm (or refute) any theoretical considerations. Table 3.4
shows selected results for a wide variety of different products from a number
of different studies in different countries. Two products, chicken and milk, are
included in the table twice because different estimates have been obtained in
different studies.

e. Use and applications

Firms want to know the PED for their products in order to charge the right price
and to make forecasts. The ‘right’ price is the price that achieves the firm’s
objectives, for example profit maximization or revenue maximization. Some
important relationships are shown in Table 3.5, which shows the effects of
price changes on other variables, given different values of the PED. At this
stage the topic of costs has not been covered, but because the table is very
general in terms of examining the directions of the changes rather than their
precise sizes, it is sufficient to note that costs (meaning total costs) are directly
related to output. It is assumed here that this output corresponds to the
quantity that people want to buy, implying that firms maintain fairly constant
levels of inventory.

The above information can also be illustrated graphically. Figure 3.10 aids in
understanding the relationships between the variables and the implications
involved. Note that a linear demand curve is assumed, with an equation corres-
ponding to the graph in Figure 3.9; this is given by Q =18 — 2P, which readers
should verify for themselves. Table 3.6 shows the relationships in Figure 3.9 in
numerical form, ignoring costs. It should be noted that the marginal revenue
can be calculated either from taking the differences in total revenue between
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Price, marginal revenue (£/unit)

Table 3.6. Linear demand, PED and revenue

Q P TR MR PED
0 9 0 0 —00
2 8 16 7 -8
4 7 28 5 =35
6 6 36 3 -2
8 5 40 1 -1.25
10 4 40 -1 -0.8
12 3 36 -3 -0.52
14 2 28 -5 -0.29
16 1 16 -7 -0.125
18 0 0 -9 0

Perfectly elastic

/s
Elastic

Unit elastic
MC

Inelastic

|
|
|
g
i
k

0 Q,=6 1Qy=9 18\ Perfectly inelastic

" MR

Total revenue

Total revenue (£)

Quantity (units)

Q1=9 18

Figure 3.10. PED, revenue and profit.

Quantity (units)
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each pair of prices or by taking the derivative of the revenue function; the latter
method is used in Table 3.6.
Tables 3.5 and 3.6 and Figure 3.10 show three things of particular importance:

1. The arc elasticity using average prices and quantities is correct. If revenue
stays the same when there is a price change, demand must have unit elasticity;
revenue at A and B in the earlier example was the same, at £40. This can be
shown more formally by having a power form Q =aP ~*; this can be rewritten
Q=a/P, where a is a constant representing revenue.

2. Firms will always maximize revenue by charging a price (P,) where demand is
unit elastic. This is proved mathematically in Chapter 8. In this situation
MR =0. It can also be seen that the MR curve has twice the slope of the demand
curve. Thus the output Q; is halfway between the origin and point B, the
horizontal intercept of the demand curve. This is proved as follows:

The demand curve has equationP = a + bQ.
Revenue,R = PQ = (a+bQ)Q = aQ +bQ?

R
The MR curve has equation MR = STZ

The interpretation of the MR curve and its shape is considered in more detail in
Chapter 8.

=a+2bQ (3.21)

3. Firms will always maximize profit by charging a price (P,) where demand is
elastic. This can be explained in terms of Figure 3.10 by seeing that MC = MR
(the condition for profit-maximizing output) at an output less than Q ,, since MR
must be positive in this situation. Therefore at this output (Q ») the price must be
higher than P4, so demand must be in the elastic range. In order to determine
the exact price that maximizes profit, more precise information regarding the
demand and cost functions must be known; this is examined in Chapter 8.

As far as forecasts are concerned, the firm can estimate the effects on sales of a
change in price if it knows the PED. These effects are shown in detail in the
worked problems.

In the above analysis we concentrated on the importance of the PED from
the viewpoint of the management of the firm. Governments are also interested
in price elasticities as a guide to various aspects of policy, for example the
determination of levels of indirect taxes and import duties, and competition
policy. These aspects are considered in Chapter 12.

3.5.2 Promotional elasticity

Promotional elasticity is now discussed; this is not because it is seen as being
next in importance to price elasticity, since that position usually is taken by
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income elasticity, but because, like price, it is a controllable variable. Since, in
practice, promotion often refers to advertising, the term ‘advertising elasticity’
will be used from now on.

a. Definition

Advertising elasticity (AED) can be defined in a very similar way to PED; AED
refers to the percentage change in quantity demanded in response to a 1 per cent
change in advertising. This means just changing the last word of the definition
of PED to advertising (measured as expenditure). In symbols:

AED = %AQ /%AA (3.22)

b. Measurement

As with PED both arc and point elasticities can be used. The simple measure
of elasticity, using the formula above, should again not normally be used,
unless the changes in advertising are very small, because it is inconsistent
and inaccurate. The formulae for arc and point elasticities are similar to the
formulae for PED, with the variable A substituted for P. Thus we have the
following:

. AQ A, +A
Adjusted AED = —= x 1L "2 3.23
. _0Q A
Point AED = 4~ Q (3.24)

where 0Q /OA represents the partial derivative of Q with respect to A. This
partial derivative has a similar economic interpretation to that involved in
price elasticity; in this case it represents the marginal effect of advertising on
quantity, assuming that other factors remain constant. With the power form of
demand equation Q = aP’ A", it can be shown using partial differentiation that
the advertising elasticity is given by c. We can see that all elasticities in a power
form are given by the powers of the relevant variables and are constant; thus
the power form is sometimes known as the constant elasticity form.

¢. Range of values

AED is expected to be positive, since we would expect consumers to react
positively to promotion or advertising.

d. Determinants

The effectiveness of the firm’s advertising is important and so is the amount
spent on advertising. As the firm spends more and more the market may
become saturated (diminishing returns) and AED may decrease. There are no
widely published results of empirical studies relating to promotional elasti-
cities, and it would be difficult to generalize any conclusions even if there were.
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Table 3.7. Range of values for YED

YED Demand Interpretation
>1 Income elastic Luxury products
0< YED< 1 Income inelastic Staple products
<0 Negative elasticity Inferior products

e. Use and applications

Firms want to know the AED for their products in order to spend the right amount
on promotion and to make forecasts. The details of how to optimize promotion
are given in Chapter 10, in the section on pricing in the marketing mix.

3.5.3 Income elasticity

a. Definition

Income elasticity (YED) is defined similarly to the above elasticities; it is the
percentage change in quantity demanded in response to a 1 per cent change in
income. Again just the last word is changed, to ‘income’. In symbols:

YED = %AQ /%AY (3.25)

b. Measurement

This is also the same as for the above elasticities; there are three measures,
simple, adjusted and point, but the first should not normally be used unless the
changes in income are very small. Thus the adjusted and point elasticities are:

AQ Y, +Y,

Adjusted YED = NS 0,0, (3.26)
. QY
Point YED = ) X a (3.27)

where 9Q /9Y represents the partial derivative of Q with respect to Y. The power
form of the demand equation would be extended to become Q = aP’ A° Y9,

¢. Range of values

Income elasticity can be positive or negative, depending on whether the product
is normal or inferior. Normal products can be further divided into luxury
products and staple products, according to whether the income elasticity is
more than one or less than one respectively. This is summarized in Table 3.7.

d. Determinants

As can be seen above, the type of product is the main factor determining the
income elasticity. The level of income in the market is also relevant; for
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Table 3.8. Estimates of income Elasticities

Product YED

Airline tickets (USA—Europe), economy 1.38'4
Alcohol 1.54'°
Apples 1.32'°
Beef 1.05'°
Bread -0.25°
Butter 042'°
Car travel 1.23%
Chicken 0.28'°
Clothing 1.47%°
Cinema tickets 3.41'°
Coffee 0.00'°
Dental visits (adults) 0.58%°
Flour -0.36"°
Furniture 1.48°'
Housing (low-income renters) 0.22%°
Housing (owner-occupied) 149"
Margarine -0.20'"°
Medical insurance 0.92'°
Milk 0.50'°
Potatoes 0.15'¢
Restaurant meals 1.40'°
Shoes 1.10"°
Tea —0.56%°

example, products that are staple goods in developed countries, like tele-
phones and radios, might be luxuries in a developing country. As with price
elasticity, theory alone cannot tell us whether a product is in a certain cate-
gory; we need empirical studies to confirm this. Table 3.8 shows selected
results for a wide variety of different products from a number of different
studies in different countries.

e. Use and applications

Firms want to know the income elasticities for their products in order to select
target markets and make forecasts. Note that income is not truly a controllable
variable, but a firm can gain an element of control by selecting from different
target markets with different levels of average income.

3.5.4 Cross-elasticity

a. Definition

This refers to the percentage change in the quantity demanded of one product
in response to a 1 per cent change in the price of another product. This can be
expressed in symbols:

CED = % AQ /% AP/ (3.28)
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b. Measurement
The same methods and principles apply as for the other elasticities. Thus:

/ /
Adjusted CED — 21% x g; 1222 (3.29)
/
Point CED = % X % (3.30)

where 9Q /0P’ represents the partial derivative of Q with respect to P’
The power form of the demand equation would be extended to become
Q=aP’ A°YI P°,

¢. Range of values

CED can be positive or negative according to whether the other productis a
substitute or a complement. For example, if the price of Pepsi rises, the quantity
of Coke demanded should also rise, as people switch from Pepsi to Coke. Note
the importance of the assumption of other things being equal, in particular
that the price of Coke stays the same.

d. Determinants

As well as the above, the degree of substitutability or complementarity is
important. The greater this is, the larger the absolute value of CED. Thus, in
the example above, the closer Pepsi and Coke are seen as substitutes, the more
people will switch from one to the other. Again, it is important to test theoret-
ical considerations by empirical studies. For example, the CED between elec-
tricity and natural gas has been estimated to be only 0.20 (US data);*” the same
study estimated the CED between butter and margarine to be 0.67 (when the
price of margarine changed), while another study”® estimated this CED to be
1.53 (when the price of butter changed). The last two products are much closer
as substitutes than gas and electricity.

Studies have also measured the CED for complementary products. For
example, food has been found to be complementary to both clothing”® and
entertainment.”’ In the first case the CED was found to be — 0.18, while in the
second it was — 0.72, indicating that food and entertainment are more com-
plementary. In this case it does not mean that food and entertainment are
actually consumed together (although this may be true); because food involves
a relatively high proportion of income there is a substantial income effect
when the price of food changes. When food prices rise, real incomes fall and
this in turn causes a fall in spending on entertainment.

e. Use and applications

Firms want to know the CED for their products in order to see what their main
competition is and determine strategy accordingly; sometimes the ‘other pro-
ducts’ involved are in the same product line or product mix of the firm itself.
In this case, information relating to CEDs is important for product planning
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purposes. The information is again useful for making forecasts, when the price
of a related product changes, as shown in the solved problem SP3.3.

3.6 A problem-solving approach

There is a world of difference between ‘knowing’ the principles of demand
theory and being able to apply them to practical managerial problems, even of a
simplified kind. Even though all problems in this area are essentially concerned
with how different variables affect quantity demanded, this gulf between theory
and application is greater with this topic than with most others since problems
can come in many different forms and guises. Students are often bewildered by
the problems and do not know how to start, even though they claim to know all
the principles. The following approach is therefore recommended as an aid.
Three questions need to be asked, in the following order:

1 Does the problem involve marginal effects or elasticities? Sometimes this is explicit
in the question, but in other cases the different interpretations of these
different concepts, in terms of units or percentages, have to be applied to
the data in the problem to see which is relevant.

2 Which type of marginal effect or elasticity is relevant? Again this may be specified in
the question, but in other cases itis not, so the student has to decide which of
the four variables is relevant: price, promotion, income or a price of related
good. It is possible that a different variable may be involved, or that more than
one variable is involved, for example in the solved problems SP3.2 and SP3.3.

3 Which measure of elasticity is involved? This obviously only relates to elasticity
questions, since there is only one way of measuring marginal effects; how-
ever, elasticity can be measured using either arc or point methods. The main
criterion is to see whether there is a change in the relevant variable, or
whether it stays constant. In the first case the arc method is used, while in
the second the point method is appropriate. In some questions either
method is feasible (see SP3.2 and SP3.3), but there are advantages and
disadvantages of each, as will be explained.

Once the above questions have been answered it is recommended that the
student write down the relevant formula in general terms rather than trying to
substitute the numbers in the data immediately. This tends to eliminate a
number of mistakes.

This approach is now illustrated in the following four solved problems.

SP3.1 Interpretation of elasticities

Midwest Cable TV has estimated the demand for its service to be given by
the following function:

Q _ 9.83P_1'2A2'5Y1'6P61‘4
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where

Q =monthly sales in units

P =price of the service in $

A =promotional expenditure in $°000

Y =average income of the market in $°000
Po =price of ‘home movies’ in $

The current price of Midwest is $60, promotional expenditure is

$120,000, average income is $28,000, and the price of ‘home movies’ is $45.

Indicate whether the following statements are true or false, giving

your reasons and making the necessary corrections.

a.

N o

SR g D oA

k.

If Midwest increases its price this will reduce the number of its
customers.

. If Midwest increases its price this will reduce its revenues.
. People’s expenditure on the cable TV service as a proportion of their

income will increase when their income increases.

. IfMidwest increases its price this will increase the sales of home movies’.

‘Home movies’ are a substitute for cable TV.
A 5 per cent increase in income will increase demand by 16 per cent.

. A 10 per cent increase in price will reduce demand by 12 per cent.
. Current sales are over a million units a month.

The demand curve for Midwest is given by: Q=9.83P '

Midwest’s sales are more affected by the price of ‘home movies’ than
by the price of its own service.

If Midwest increases its price this will reduce its profit.

Solution

a

. True; customers and quantity demanded are synonymous in this

case, and there is an inverse relationship between Q and P, as seen by
the negative price elasticity.

. True; demand is elastic, since the PED is greater than 1 in absolute

magnitude. Therefore an increase in price causes a greater than pro-
portional decrease in quantity demanded and a fall in revenue.

. True; this is because the YED is greater than 1, indicating that

cable TV is a luxury product. Note that the statement would be false
if the good were a staple. For staples, although expenditure on

the product increases as income increases, expenditure as a propor-
tion of income falls, since expenditure rises more slowly than income.

. False; the two products are complementary, shown by the CED being

negative; therefore an increase in the price of one product will reduce
the sales of the other. It appears therefore that ‘home movies’ is a
cable channel.

. False; the two products are complementary, shown by the CED being

negative.
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f. False; YED = 1.6; therefore using the simple elasticity formula
(reasonably accurate for small changes) the change in demand will be
1.6x5% =8%.

g. False; change is 1.2 x 10% = 12%, but this is a change in quantity
demanded, corresponding to a movement along a demand curve
(unlike the previous part of the question, which involves a shift in the
demand curve).

h. False; current sales are given by
Q =9.83(60) % (120)*° (28)"° (45) ~ '* =11,420 units.

i. False; the demand curve is given by

Q = 9.83P12(120)%°(28)"°(45) *or Q = 1,554,039P 12,

j- True; the CED is larger in absolute magnitude than the PED. This is
an unusual situation but arises because of the nature of cable TV
service. The service is only a means to an end, that of receiving
certain channels.

k.False; since demand is elastic, an increase in price has an unknown
effect on profit. More information would be required.

SP3.2 Marginal effects and elasticity

PK Corp estimates that its demand function is as follows:
Q =150—-54P+ 0.8A+2.8Y — 1.2P*

where

Q = quantity demanded per month (in 1000s)

P =price of the product (in £)

A=firm’s advertising expenditure (in £°000 per month)
Y =per capita disposable income (in £°000)

P*=price of B] Corp (in £).

a. During the next five years, per capita disposable income is expected to
increase by £2,500. What effect will this have on the firm’s sales?

b. If PK wants to raise its price by enough to offset the effect of the
increase in income, by how much must it raise its price?

c. If PK raises its price by this amount, will it increase or decrease the
PED? Explain.

d. What is the relationship between PK and BJ? Explain your answer.

e. If next year PK intends to charge £15 and spend £10,000 per month on
promotion, while it believes per capita income will be £12,000 and
BJ’s price will be £3, calculate the income elasticity of demand. What
does this tell you about the nature of PK’s product?

f. What effect would an increase in advertising of £1000 have on profit-
ability, if each additional unit costs £10 to produce?
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Solution

a. Use the marginal effect of income on quantity demanded:

AQ/AY =2.8
AY =25
AQ/2.5=28

AQ =28 x25=7, or 7,000 units
b. Use the marginal effect of price on quantity demanded:
AQ/AP=-54
—7/AP = —54
AP = -7/ —54=£1.30
c. PED = 0Q /0P x P/Q = —5.4P/Q
As P increases and Q stays constant (because of rising income), PED

increases in absolute magnitude, meaning that demand becomes more
elastic.

d. The two companies make complementary products because
the marginal effect of the price of B] on the quantity of PK is negative.

e. YED =0Q /oY x Y/Q
=2.8%x12/(150 -5.4x15+0.8 x10+2.8 x 12 —1.2 x 3)
=2.8x12/107 = 0.3140
(staple product)

f. If AA=1,AQ = 0.8 = 800 units, AR = 800 x 15 = £12,000
AC = 800 x 10 (production) + AA (£1,000) = £9,000

Thus every additional £1,000 spent on advertising increases
profit by £3,000.

This problem tests the ability of the student to distinguish between
the concepts of marginal effect and elasticity, and apply each one
accordingly. In part (f), in particular, it is important to use marginal
effect, not elasticity, since profit is measured in money units. It is also
important that the student observes the units in which the variables
are measured.

SP3.3 Arc elasticities

LAD Enterprises sells mobile phones, currently charging £80 and
earning £9,600 per week. It is considering a price cut of 20 per cent to
increase its market share, estimating its PED to be —1.6.

a. Estimate the effect of the price cut on LAD’s revenue, stating any
assumptions.
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b. Ifa competitor responds to the price cut by also reducing its price by 20
per cent, estimate the effect on LAD’s revenue, assuming the CED is 0.8.
c. Compare the profits in (a) and (b) above with the original level of profit.

Solution

a. Q; =9,600/80 =120 P; =80 P, =64

_ Q120 _ (80+64)
—1.6 = “+5~ X 13010,

Q=172 R, =172 x 64 =11,008

_ Q-172 P'40.8P
b. 0.8 =575 X 172+Q;

Q2 =144 R; =144 x 64 =9,216

c. in (a), R rises, C rises, therefore effect on profit uncertain.
in (b), R falls, C rises, therefore profit falls.
This problem illustrates several points:

1 Arc elasticities can be used in a chained sequence where the Q, from
one calculation becomes the Q; for the next calculation.

2 The effect of a competitor’s price change can be calculated without
knowing the level of price, as long as the percentage change is known.

3 A price war can often result in lower profit.

SP3.4 Point elasticities and power form

Pritti Sprays is a manufacturer of cosmetic products. Its management is
currently engaged in an analysis of the lipsticks produced by the firm,
examining the future demand for them. Market research indicates that
advertising expenditure, price and average income are three major
variables affecting the demand for the lipsticks. The advertising
elasticity for demand is estimated to be 1.5, the price elasticity —1.2 and
the income elasticity 1.8. In addition, the following data are available.

Year Sales (units) Advertising expenditure Price Income
2001 2,369 £21,000 £6.50 £25,000
2002 £21,000 £6.50 £27,000
2003 £24,000 £6.80 £29,000

a. Estimate sales for 2002 and 2003.

b. A competitor plans on reducing its price from £6.90 to £6.40 in 2003;
assuming the CED is 1.5, how much would Pritti have to spend on
advertising to achieve the same rate of growth of sales as from 2001 to
2002?




Solution

Since the elasticities are given as constants we can use these to calculate

the power demand function:
Q — aP71‘2A1'5Y1‘8

2369 = a(6.5) 1?21(15)25(18) where promotion and income are

measured in £°000
a=0.7087
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. Sales in 2002 = 0.7087(6.5) "*(21)'°(27)"®* = 2,721 units
Sales in 2003 = 0.7087(6.8) ?(24)'°(29)'® = 3,581 units
. Growth from 2001 to 2002 = (2,721/2,369) — 1 = 14.86%

Required sales in 2003 = 3,125
2,721 = a(6.5) *(21)"°(27)"%(6.9)"°
a=0.0391

3,125 = 0.0391(6.8) '*A15(29)'%(6.4)"®

A5 =114.8
A =23.627;

This problem illustrates how the use of point elasticities in the power
form can be used to approach a similar problem to SP3.2 when different
independent variables change, assuming that the elasticities are constant.
The advantage of the above method is that any number of variables can be
changed simultaneously, whereas with the arc method only one variable
can be changed at a time, thus lengthening the calculations.

advertising = £23,627

Case study 3.2: The Oresund bridge

A not-so-popular Nordic bridge®'

It was not quite what the planners had in mind when
Sweden and Denmark opened their expensive bridge
across the Oresund strait in July. After an early boost
from summer tourism, car crossings have fallen sharply,
while trains now connecting Copenhagen, the Danish
capital, and Malmo, Sweden'’s third city, are struggling
to run on time. Many people think the costs of using the
bridge are simply too high. And, from the point of view
of Scandinavian solidarity, the traffic is embarrassingly
one-sided: far more Swedes are going to Denmark
than vice versa. So last week the authorities decided to
knock almost 50% off the price of a one-way crossing
for the last three months of this year.

The two governments, which paid nearly $2 billion
for the 16km (10-mile) state-owned bridge-cum-
tunnel, reckoned that, above all, it would strengthen
economic ties across the strait and create, within a
few years, one of the fastest-growing and richest

regions in Europe. But ministers on both sides of the
water, especially in Sweden, have been getting edgy
aboutthe bridge’s teething problems. Last month Leif
Pagrotsky, Sweden’s trade minister, called for a tariff
review: the cost of driving over the bridge, at SKr255
($26.40) each way, was too high to help integrate the
region’s two bits.

Businessmen have been complaining too. Novo
Nordisk, a Danish drug firm which moved its
Scandinavian marketing activities to Malmo to take
advantage of ‘the bridge effect’, has been urging
Danish staff to limit their trips to Malmo by working
more from home. lkea, a Swedish furniture chain with
headquarters in Denmark, has banned its employees
from using the bridge altogether when travelling on
company business, and has told them to make their
crossings — more cheaply if a lot more slowly — by ferry.

The people managing the bridge consortium say
they always expected a dip in car traffic from a
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summer peak of 20,000 vehicles a day. But they
admit that the current daily flow of 6,000 vehicles or
so must increase if the bridge is to pay its way in the
long run. So they are about to launch a new
advertising campaign. And they are still upbeat about
the overall trend: commercial traffic is indeed going
up. The trains have carried more than 1m passengers
since the service began in July.

Certainly, the bridge is having some effect. Many
more Swedes are visiting the art galleries and cafés of
Copenhagen; more Danes are nipping northwards
over the strait. Some 75% more people crossed the
strait in the first two months after the bridge’s
opening than during the same period a year before.

Other links are being forged too. Malmo's
Sydsvenska Dagbladet and Copenhagen'’s
Berlingske Tidende newspapers now produce a joint
Oresund supplement every day, while cross-border

Case study 3.3: The Texas state bird

Southwest Airlines is a major carrier based in Texas,
and has made a strategy of cutting fares drastically on
certain routes with large effects on air traffic in those
markets. For example on the Burbank-Oakland route
the entry of Southwest into the market caused
average fares to fall by 48 per cent and increased
market revenue from $21,327,008 to $47,064,782
annually. On the Kansas City-St Louis route,
however, the average fare cut in the market when
Southwest entered was 70 per cent and market
revenue fell from an annual $66,201,553 to
$33,101,514.

Case study 3.4: Oil production

OPEC's oil shock®*?

OPEC has surprised the markets with an output
cut of 900,000 barrels per day, to take effect at
the beginning of November. Observers had
expected the oil producers’ cartel to hold its
quotas steady because production in Iraq has
been hit by sabotage.

Before the regular meeting of the Organisation of
Petroleum Exporting Countries (OPEC) in Vienna on
Wednesday September 24th, most of the drama was

ventures in health, education and information
technology have begun to bear fruit. Joint cultural
ventures are also under way.

And how about linking eastern Denmark more
directly with Germany’s Baltic Sea coastline, enabling
Danes to go by train from their capital to Berlin in, say,
three hours? Despite the Danes’ nej to the euro, it is
still a fair bet that this last much-talked-about project
will, within ten years or so, be undertaken.

Questions

1 Explain why the demand for the bridge is likely to
be price-elastic.

2 If the Swedish government estimates that the price
elasticity is —1.4, calculate the effect on traffic
using the bridge, stating any assumptions.

3 Why is the calculation above not likely to give an
accurate forecast for the long term?

Questions

1 Calculate the PEDs for the Burbank—Oakland and
Kansas City—St Louis routes.

2 Explain why the above market elasticities might not
apply specifically to Southwest.

3 If Southwest does experience a highly elastic
demand on the Burbank-Oakland route, what is
the profit implication of this?

4 Explain why the fare reduction on the Kansas
City—St Louis route may still be a profitable strategy
for Southwest.

provided by Hugo Chavez, the Venezuelan president,
who opined that the Iraq representative should not
have been at the get-together because he was an
illegitimate stooge of American occupiers. If that is so,
Ibrahim Bahr al-Uloum behaved very oddly. His
bullish predictions that Iraq could produce at least
3.5m barrels per day (bpd) by 2005 seem to have
been among the factors that persuaded the ten
members of OPEC's quota system to approve a
surprise production cut of 900,000 bpd, to 24.5m bpd.



The effect of the cut was to send oil prices sharply
higher. Equities in America retreated on fears that a
higher oil price could stymie the incipient economic
recovery: the Dow Jones Industrial Average of 30
leading shares fell by 1.57% that day.

In their official communiqué, OPEC's oil ministers
pointed to their expectation of a ‘contra-seasonal
stock build-up’ at the end of this year and the
beginning of next year. Normally, oil stocks decline
over the winter in the northern hemisphere, thanks to
heavy use of heating oil. But this year, demand for oil,
according to OPEC, will grow merely at its ‘normal,
seasonal’ level, despite an improving world economy.
OPEC expects supply to grow faster than demand,
thanks to continued increases in production from Iraq
and non-OPEC countries (of which Russia, the world's
second-biggest oil exporter, is the most important).

OPEC expects this supply-demand mismatch to
translate into a stock increase of 600,000 bpd in the
final quarter of this year. This contrasts with an
estimated stock reduction of 500,000 bpd in the final
quarter of 2001, and 1Tm bpd in the last quarter of
2002. Larry Goldstein, president of the Petroleum
Industry Research Foundation, believes OPEC has got
its sums wrong. In remarks to the Wall Street Journal,
he said he thought stocks would be flat over the
coming three months.

Although the communiqué did not explicitly say
so, OPEC members are keen to keep worldwide oil
stocks below their ten-year average. That would give
the cartel more power to determine the price.
American oil stocks have been creeping up again
after hitting 26-year lows earlier this year. America’s
energy secretary, Spencer Abraham, was clearly
disappointed by OPEC's move, saying: ‘Sustained
global economic growth requires abundant supplies
of energy. The US believes oil prices should be set by
market forces in order to ensure adequate supplies.’
America’s opposition Democrats have been even
more outspoken. Last month, they publicly rebuked
Saudi Arabia, OPEC's (and the world's) leading
producer, for reducing exports in August, thus
causing an unpopular rise in American petrol prices.

Some observers are also speculating that OPEC may
be sneakily trying to shift its price target above the
current $22-28 range (per barrel, for a basket of
Middle Eastern crudes, which tend to trade a couple of
dollars below West Texas crude). After all, the oil price
has been well within that range for the past few
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months. Why cut production when current supply
levels are achieving their aim? In fact, the oil price has
stayed higher than many expected: it was widely
expected to fall well below $20 per barrel after the end
of the Iraq war. However, unrest in Nigeria, a big
producer, and the continuing attacks on Iraq's oil
facilities put paid to that.

OPEC's fears about non-OPEC production may be
well-founded. After decades of communism, the
industry in Russia is ramping up output: so far this
year, it has been pumping an average of 800,000 bpd
more than last year. Oil and gas are the country's
biggest exports, earning hard currency that is seen as
a key ingredient of economic revival. Moreover, the
oil industry is in private hands, so even if the
government in Moscow wanted to put a lid on
production, it has less influence over its oil companies
than OPEC governments have over theirs. The
president of OPEC, Abdullah bin Hamad al-Attiyah,
told the Wall Street Journal that the cartel would not
cut production below 24m bpd unless big oil
exporters outside OPEC, including Mexico and Norway
as well as Russia, were prepared to cut production too.

OPEC's stance on Iraq is very different. Here, the
cartel seems to be taking an overly rosy view. Iraq
says it is currently producing around 1.8m bpd, well
below the 2.5m bpd that it was pumping before the
country was invaded in the spring (and even that was
well below its potential, owing to years of sanctions).
Moreover, exports, which are a crucial source of
revenue for reconstruction, are still running at only
about 500,000 bpd, compared with 2m bpd before the
war. These have been seriously disrupted, and continue
to be threatened by sabotage. Currently, oil is being
exported mainly through the north: the southern ports
on the Gulf coast are operating far below capacity.

For those who take OPEC's optimistic view of Iraqi
production at face value, the cartel’s move should not
have come as a surprise. But the sharp reaction from
oil markets and stockmarkets suggests it did. Many
speculators had sold oil in the futures market, or
‘shorted’ it, expecting the price to fall in the short term
— they clearly weren't expecting a big cut in output
quotas any time soon. According to the Commaodity
Futures Trading Commission, the American regulator
for commodity futures markets, the increase in short
positions over September was equivalent to 470,000
barrels of oil. OPEC’s decision led to a scramble to
‘cover’ such positions by buying oil. Whether prices
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stay higher will depend on two key factors. Will OPEC elasticity of demand is —0.28, estimate the effect of

members stick to their new quotas? (They have a the output cut on the current price, stating any
history of cheating.) And will Iragi militants continue assumptions in your calculations.
to destroy their own country’s wells and pipelines? 2 Describe the factors currently driving the world

Questions

demand for oil; why has the price not fallen below
the $20 level as many expected?
3 Explain the effect of other non-OPEC producers on

1 OPEC currently produces about 38 per cent of the the cartel’s output decisions.
world output of oil. Assuming the short-term price

Summary

1 The term ‘demand’ can be used in many contexts, as in demand schedules,
curves, equations, functions and quantity demanded. It is important to
distinguish between these different meanings.

2 Graphs and equations can be drawn and written with either price or
quantity as the dependent variable.

3 Coefficients in demand equations can have either graphical or economic
interpretations.

4 Marginal effects and elasticities are two different ways of describing the
effect of a variable on quantity demanded.

5 Indifference curve analysis can be used to determine the inverse relation-
ship between price and quantity demanded.

6 Price changes have two simultaneous effects on quantity demanded: an
income effect and a substitution effect. The size and direction of these will
determine the PED.

7 Although the basic neoclassical analytical framework and assumptions
have certain limitations, the model is very versatile and is capable of
being extended to apply to more complex situations.

8 There are a large number of factors which affect demand in reality; it is
useful to distinguish between controllable and uncontrollable factors.

9 The concept of elasticity is vital in understanding and analysing demand
relationships.

10 Theoretical considerations relating to the sign and size of elasticities must
always be tested empirically.

Review questions

1 Explain the problems for government policy if it tries to use supply-oriented
policies rather than demand-oriented ones in trying to discourage the con-
sumption of certain products.
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2 Explain the significance for economic theory of the relationship between
price and perceived quality.
3 Analyse the effects on the demand for cars of the following:

a. A higher tax on gasoline

b. A tax on car parking

c. Increased automation on subways

d. Government legislation for increased safety in cars, like side impact
protection

e. A ‘congestion’ tax imposed on cars using certain routes at certain times.

4 Select a company from the FT.com website and analyse the factors affecting
its demand according to the categories described in this chapter.

5 Referring to Table 3.4 showing empirical estimates of price elasticities, draw
some general conclusions relating to the products involved. Identify any
apparent anomalies in the table and give some possible explanations.

6 Referring to Table 3.6 for income elasticities, repeat the procedure in the
previous question.

Problems

3.1 BAD Enterprises is considering increasing the price of its harmonicas,
currently $20, by 25 per cent. BAD’s current revenue is $12,000 a month,
and the PED for its harmonicas is estimated to be —1.8.

a. Calculate the effect of the price change on BAD’s revenue.

b. BAD now considers increasing its advertising budget to restore its sales
revenue to its previous level. BAD is currently spending $1,500 a month
on advertising and estimates its AED to be 1.5. What will its new budget
have to be?

c. What can you say about what will happen to profit in both (a) and (b)
compared with the original level of profit?

3.2 Vik and Fleet produce trainers in the sports-shoe market. For one of their
main products they have the following demand curves:

Vik Py =175 —1.2Qy

Fleet Pf =125 — 0.8Qf

where P is in £ and Q is in pairs per week.
The firms are currently selling 80 and 75 pairs of their products per week
respectively.

a. What are the current price elasticities for the products?

b. Assume that Vik reduces its price and increases its sales to 90 pairs and
that this also causes a fall in Fleet’s sales to 70 pairs per week. What is
the cross-elasticity between the two products?
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3.3
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3.5

c. Is the above price reduction by Vik to be recommended? Explain your
answer.

R and B Railroad decided to reduce their fares to see if it would help their
business. They reduced their ticket prices by 25 per cent on average and
their revenues increased from $325,000 per month to $332,000 on average.

a. Without doing any calculations, comment on the PED.

b. Calculate the PED.

c. R and B decided that the fare reduction was a failure; why might they
have done this?

Sales of cars declined by 15 per cent in a recent recession. During this
period the price of cars rose by 6 per cent, average income fell by 4 per cent
and the price of petrol rose by 20 per cent. It has been estimated that the
PED for cars is - 0.8 and the YED is 1.25.

a. Estimate the effect of the decline in income on car sales.

b. Estimate the effect of the car price rise on sales.

c. Estimate the CED between petrol and cars; compare your estimate using
simple elasticities and additive effects with the estimate obtained using
a power form of demand equation.

MK Corp estimates that its demand function is as follows:

Q =400 — 12.5P + 25A + 14Y + 10P"

where Q is the quantity demanded per month, P is the product’s price
(in $), A is the firm’s advertising expenditure (in $°000 per month), Y is per
capita disposable income (in $°000), and P* is the price of AJ Corp.

a. During the next five years, per capita disposable income is expected to
increase by $5,000 and AJ is expected to increase its price by $12. What
effect will this have on the firm’s sales volume?

b. If MK wants to change its price by enough to offset the above effects, by
how much must it do so?

c. Compare the profitability of maintaining sales volume by either chan-
ging price or changing advertising spending.

d. If MK’s current price is $60 and it spends $10,000 per month on adver-
tising, while per capita income is $25,000 and AJ’s price is $70, calculate
the price elasticity of demand with the price change.

e. What can be said about the effect of the above price change on profit?

f. What can be said about the relationship between the products of MK and AJ?
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Objectives

1 To explain the meaning of demand estimation.
2 To examine different methods of demand estimation.
3 To explain the nature of empirical studies.
4 To illustrate the principles in drawing graphs of empirical data.
5 To explain the OLS regression model.
6 To explain and interpret measures of goodness of fit.
7 To explain different mathematical forms of the regression model.
8 To describe forecasting methods.
9 To explain the multiple regression model and its advantages compared to
simple regression.
10 To examine the implications of empirical studies in terms of economic theory.
11 To enable students to perform empirical studies and test economic theories.
12 To explain a problem-solving approach that enables students to use empir-
ical studies as an aid to managerial decision-making.

4.1 Introduction

In the previous chapter it was generally assumed that the demand function for
a firm or market was known; in practice it has to be estimated from empirical
data, and that is the subject of this chapter. When we speak of estimation there
are a number of stages involved in this process. Some of these stages may be
omitted in the simpler methods of estimation, like the first two described in
the next section. However, with a statistical study, or econometric analysis
as it is often called, there are essentially the following seven stages:

1 Statement of a theory or hypothesis. This usually comes from a mixture of
economic theory and previous empirical studies. An example of such a
theory might be that the quantity people buy of a particular product might
depend more on the past price than on the current price. This obviously has
implications regarding perfect knowledge, information costs, habit forma-
tion and ‘irrational’ behaviour.

2 Model specification. This means determining what variables should be included
in the demand model and what mathematical form or forms such a relation-
ship should take. These issues are again determined on the basis of economic
theory and prior empirical studies. Various alternative models may be spe-
cified at this stage, since economic theory is often not robust enough to be
definitive regarding the details of the form of model. This aspectis discussed
in section 4.3.

3 Data collection. This stage can only be performed after the demand model has
been specified, otherwise it is not known for which variables we have to
collect data. However, there may be some interaction between the two stages,
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particularly as far as the mathematical form is concerned; as stated above,
economic theory alone may be unable to specify this and we may have to refer
to graphs of the data or even statistical calculations, as explained in sections
4.3 and 4.7, in order to do this. Therefore the presentation of data will also be
considered in this stage. We have to discuss both the type of data to be collected
and the sources of data. These issues are considered in section 4.4.

4 Estimation of parameters. This means computing the values of the coefficients
of the variables in the model, which as we have seen in the previous chapter
correspond to the effects of an independent variable on the dependent
variable. These effects can be measured in different ways, for example in
terms of the marginal effects and elasticities already discussed. We have to
have a technique to estimate these values, and the method of ordinary
least squares (OLS) regression will be used in this context. This stage is
examined in sections 4.5, 4.7 and 4.9; the justification of the method is
explained in appendix A.

5 Checking goodness of fit. Once a model, or maybe several alternative models,
have been estimated, it is necessary to examine how well the models fit the
data and to determine which model fits best. If the fit is not good it may be
necessary to return to step 2 and respecify the model before moving on to
the next stage. This aspect is considered in section 4.6.

6 Hypothesis testing. Having determined the best model, we want to test the
hypothesis stated in the first step; in the example quoted we want to test
whether current price or past price has a greater effect on sales. This stage is
discussed in appendix A, since it involves inferential statistics of a more
advanced nature than the rest of the chapter.

7 Forecasting. This is the ultimate focus of most econometric analysis. In this
context we are trying to forecast sales, and maybe producing many forecasts in
the light of various possible scenarios. Some aspects of this can be considered
without covering the previous stage, and these are discussed in section 4.8.

It should be clear from the above process that, as far as managerial decision-
making is concerned, the last two stages are the most important. However, it is
not possible to test hypotheses or make forecasts reliably without a good
understanding of the prior stages.

4.2 Methods

There are a variety of ways that can be used to estimate demand, each of which
has certain advantages and disadvantages.

4.2.1 Consumer surveys

Firms can obtain information regarding their demand functions by using
interviews and questionnaires, asking questions about buying habits, motives
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and intentions. These can be quick on-the-street interviews, or in-depth ones.
They might ask, for example, how much more petrol respondents would buy if
its price were reduced by 15 pence per litre, or which brand of several possi-
bilities they prefer. These methods have certain drawbacks:

1 Validity. Consumers often find it difficult to answer hypothetical questions,
and sometimes they will deliberately mislead the interviewer to give the
answer they think the interviewer wants.

2 Reliability. It is difficult to collect precise quantitative data by such means.

3 Sample bias. Those responding to questions may not be typical consumers.

In spite of these problems, there are advantages of surveys:

1 They give up-to-date information reflecting the current business environment.

2 Much useful information can be obtained that would be difficult to uncover
in other ways; for example, if consumers are ignorant of the relative prices of
different brands, it may be concluded that they are not sensitive to price
changes. Firms can also establish product characteristics that are important
to the buyer, and priorities. Methods such as multidimensional scaling can
be used to give rating scores on product characteristics.

4.2.2 Market experiments

As with consumer surveys these can be performed in many ways. Laboratory
experiments or consumer clinics seek to test consumer reactions to changes in
variables in the demand function in a controlled environment. Consumers are
normally given small amounts of money and allowed to choose how to spend
this on different goods at prices that are varied by the investigator. However,
such experiments have to be set up very carefully to obtain valid and reliable
results; the knowledge of being in an artificial environment can affect con-
sumer behaviour.

Other types of market study involve using real markets in different geo-
graphic locations and varying the controllable factors affecting demand.
This kind of test marketing has the advantage that direct observation of
consumers’ actual spending behaviour is possible rather than just recording
answers to hypothetical questions regarding such behaviour. There are still
a number of problems with this method, however:

1 There is less control in this case, and greater cost; furthermore, some custom-
ers who are lost at this stage may be difficult to recover.

2 The number of variations in the variables is limited because of the limited
number of market segments available. Thus only a small number of sample
observations is possible.

3 Experiments may have to be long-lasting in order to reveal reliable indica-
tions of consumer behaviour. We have seen in the previous chapter that
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price elasticity, for example, can be very different in the long run from in the
short run because it takes time for consumers to change their habits.

4.2.3 Statistical methods

While the above methods are useful, they often do not provide management
with the kind of detailed information necessary to estimate a useful demand
function, and thereby test the relevant hypotheses and make forecasts.
Statistical techniques, especially regression analysis, provide the most power-
ful means of estimating demand functions. Regression techniques do have
various limitations:

1 They require a lot of data in order to be performed.

2 They necessitate a large amount of computation.

3 They suffer from a number of technical problems, which are discussed in
appendix B.

In spite of these limitations, regression techniques have become the most
popular method of demand estimation, since the widespread availability of
powerful desktop PCs and software packages have made at least the first two
problems easy to overcome. They are therefore the main subject of this chapter.

4.3 Model specification

As stated in the introduction, there are two aspects to this stage. In order
to understand this we must first distinguish a statistical relationship
from a deterministic relationship. The latter are relationships known
with certainty, for example the relationship among revenue, price and quan-
tity: R=P x Q; if P and Q are known R can be determined exactly. Statistical
relationships are much more common in economics and involve an element of
uncertainty. The deterministic relationship is considered first.

4.3.1 Mathematical models

Itis assumed to begin with that the relationship is deterministic. With a simple
demand curve the relationship would therefore be:

Q=f(P) (4.1)

If we are also interested in how sales are affected by the past price, the model
might in general become:

Q: =f(Pr, Pr1) (4.2)

where Q ; represents sales in one month, P, represents price in the same month
and P; _; represents price in the previous month. This last variable, involving
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Figure 4.1. Demand Graph.

values in a previous time period, is known as a lagged variable. Other vari-
ables could also be included on the righthand side if economic theory or
previous empirical studies indicated that they might be important.

The decision regarding which variables to include is a difficult one. Theory
often tells us that certain variables, like price, promotion and income, should
affect sales, but before we collect the data and analyse the results we do not
know for certain which variables are relevant; in fact, even after analysing the
data we do not know for certain which variables are important because we are
estimating a relationship from sample data, and therefore we can only make
conclusions in probabilistic terms. Therefore there is always a grey area if a
priori economic theory conflicts with a posteriori empirical results. Subjective
judgement cannot be avoided in this case.

However, both of the relationships (4.1) and (4.2) are simply stated as func-
tions; the mathematical form of the relationship is not indicated. As men-
tioned in the introduction, economic theory is often not robust enough,
meaning sufficiently specific, to be able to do this. We therefore often use
scattergraphs, explained in the next section, to help us to specify the math-
ematical form. These are particularly useful for bivariate, or two-variable,
relationships, although several graphs can be used for multivariate relation-
ships, which involve many variables. For example, in the situation above we
might draw graphs of both sales as a function of current price and sales as a
function of previous month’s price. From these graphs it might be possible to
determine whether a linear or power relationship is the more appropriate
mathematical form. As seen in the previous chapter, the linear and power
forms of sales as a function of current price can be shown as follows:

Linear: Q = a + bP (4.3)
Power: Q = aP’ (4.4)

Frequently it is not possible to determine the mathematical form from the
graphs either; for example, in Figure 4.1 the mathematical form is not obvious.
To complicate matters further, there may be additional mathematical forms that
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we want to consider, as explained in section 4.9. In these cases we have to resort
to statistical computations to determine the mathematical form, as explained in
section 4.6.

4.3.2 Statistical models

In practice we can very rarely specify an economic relationship exactly. Models
by their nature involve simplifications; in the demand situation we cannot
hope to include all the relevant variables on the righthand side of the equation,
for a number of reasons:

1 We may not know from a theoretical viewpoint what variables are relevant
in affecting the demand for a particular product.

2 The information may not be available, or impossible to obtain. An example
might be the marketing expenditures of rival firms.

3 It may be too costly to obtain the relevant information. For example, it might
be possible to obtain information relating to the income of customers, but it
would take too much time (and may not be reliable).

If we simplify the relationship to just two variables, as in expression (4.1), the
scattergraph in Figure 4.1 shows that the relationship is far from perfect; in a
perfect relationship the points would exactly fit a straight line, or some other
‘regular’ curve. Regular in this context means corresponding to one of the
mathematical forms described in section 4.9.

We therefore have to specify the relationship in statistical terms, using a
residual term to allow for the influence of omitted variables. This is shown for
the linear form as follows:

Qi=a+bPi+d (4.5)

where d; represents a residual term. Thus, even if P is known, we cannot
predict Q with complete accuracy because we do not know for any observation
what the size or direction of the residual will be.

4.4 Data collection

Statistical methods place a big demand on data; therefore, the collection of
data is crucial in practice. This stage is often ignored in the kinds of problems
with which students are frequently faced, where they are already presented
with data in a usable form; this stage of the analysis is also usually discussed in
more detail in market research courses. Three aspects are discussed here: types
of data, sources of data and presentation of data.

4.4.1 Types of data

There are two main types of data that firms can collect.
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a. Time-series data

This refers to data on a single entity at different periods of time. These data can be
collected annually, quarterly, monthly or at any regular interval. Thus sales of
firm A in the period 1994-99 would involve time series data. Such data may be
quantitative, meaning that they are measured numerically on an ordinal or
cardinal scale (see Chapter 3); examples are sales, prices and income. Alter-
natively, data may be qualitative, meaning that they are nominal, or expressed
in categories; examples are male/female, married/single/widowed/divorced,
east/west. The treatment of such variables, often called dummy variables,
is considered in section 4.9, under extensions of the model.

b. Cross-section data

This refers to data on different entities at a single period of time. In managerial
economics these entities are normally firms, thus sales of firms A—F in 1999
would involve cross-section data. Sometimes the entities are individuals,
industries or areas.

The different types of data have certain advantages and disadvantages to the
investigator that will become more apparent in sections 4.8 and 4.9. In practice
the investigator may have little choice, because only one type of data may be
available or feasible to use. Sometimes the two types of data can be pooled, that
is combined together. For example, a study of six firms over six time periods
would yield thirty-six observations; such data allow more observations, which is
an advantage in analysis. However, pooling data has to be done with care to
avoid problems of interpretation.

4.4.2 Sources of data

In practice we should try to collect data relating to all the variables that we
think might affect sales, on either a time-series or cross-section basis, accord-
ing to how we have specified the model. Later, after the statistical analysis,
some of these variables may be omitted, as will be explained in section 4.9.
There are many sources of data available, but in general the following are the
most important in demand estimation, and indeed in most of managerial
€COoNOomics.

1 Records of firms. Sales, marketing and accounting departments keep records
of many of the key variables of interest. Such data are normally up to date.

2 Commercial and private agencies. These include consulting firms, market
research firms and banks. In addition, a firm may want to commission one
of these agencies to carry out a particular study, but it would have to con-
sider the cost involved compared with using freely available data.

3 Official sources. These include government departments and agencies, and
international agencies like the EU, OECD, WTO and the various UN agencies.
Such data tend to be more macroeconomic in nature, although there are also
many industry studies. The data may also be somewhat out of date, since it
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takes time to collect, collate and publish it, sometimes as long as a couple of
years.

Much of the above data is now available on the Internet, particularly those
from the third source and some of those from the second. It is important to
appreciate that the use of any of the above sources, whether published on the
Internet or not, involves abstraction. This means using data that have been
collected by someone else; such data are frequently referred to as secondary
data. Although it is obviously easier and cheaper to use such data, there are
limitations of which the investigator has to be aware. The data have been
collected for a different purpose from that of the current investigation and
the investigator does not know the conditions under which the data were
collected. The definitions used may be different from those now desired. For
example, the price variable measured and recorded in a firm’s records may be
the quoted price, not the actual price allowing for any discounts. Clearly it is
the second measure that is important in demand estimation, but the investi-
gator may not be aware of the original definition used.

4.4.3 Presentation of data

a. Tables

The most basic method of presenting demand data is in the form of a table, as
seen in the previous chapter. To begin with, we will take a two-variable study,
involving just quantity (sales) and current price, to simplify the analysis. In
reality this is only justified if either:

1 no other variables affect sales (highly unlikely), or
2 other variables do affect sales but remain constant (still fairly unlikely).

This assumption is dropped in section 4.9. The main advantage of limiting
the study to two variables is that such relationships can easily be shown
graphically.

Consider the example in Table 4.1, relating to a cross-section study of seven
firms. The reason for recording the price variable in the last column, after

Table 4.1. Demand table

Y X
Firm Sales (units) Price (£)
A 96 14
B 88 15
C 60 16
D 52 17
E 60 18
F 36 19
G 56 20

131



132

DEMAND ANALYSIS

sales, will be explained in Section 4.9. In this example the values in the price
column show regular increments of one unit; although one is unlikely to find
such regularity in practice, it simplifies the numerical analysis and allows
easier insights as far as statistical inference is concerned, as is shown in
appendix A.

b. Graphs

In order to examine the relationship more closely the next step is to draw a
graph. There are two main principles involved here:

1 Sales (Q) should be measured on the vertical axis as the dependent variable;
this is contrary to most price-quantity graphs, but the rationale for this was
explained in the previous chapter.

2 Scales should be selected so as to have the data spread over the whole graph;
this involves looking at both the highest and lowest values in the data. Scales
should not therefore automatically start at zero.

The result is a scattergraph, as shown in Figure 4.1; no attempt is made
to join the points together in any way. We can see several things from this
graph:

1 There is generally an inverse relationship between the variables.

2 The relationship is not a perfect one; the points do not lie exactly on a
straight line or hyperbola. This is because of the omission of other variables
affecting sales, meaning that the assumption made earlier regarding these
variables (that they did not affect sales or remained constant) was not
completely justified.

3 The relationship is approximately linear, although a hyperbola may also fit
well.

For simplicity we will assume, to begin with, that the relationship is linear. If
we want to describe the relationship using an equation, we need to draw a line
of best fit. There are three basic criteria for the method of doing this. It should
be:

1 objective
2 mathematically sound
3 easy to compute.

Although the second and third criteria are somewhat vague, they provide a
simple justification for using the method of OLS (ordinary least squares)
regression, which satisfies all the above criteria. In addition, and ultimately
more important, OLS is justified on two, more technical criteria:
the Gauss-Markov theorem and maximum likelihood estimation (MLE).
Unfortunately these involve much more complex concepts; therefore a discus-
sion of the first is relegated to appendix A, while a discussion of MLE is outside
the scope of this text.
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4.5 Simple regression

4.5.1 The OLS method

Simple regression means two-variable regression. The method of least
squares means finding the line that minimizes the sum of the squares of the
differences between the observed values of the dependent variable and the fitted
values from the line. This is easier to follow in terms of mathematical symbols
combined with a graph.

We have to find the line Y = a + bX which minimizes (Y — 171)2 where V;=a
fitted value from the regression line. This is shown in Figure 4.2 for the general
situation.

In terms of the graph we could also say that we are trying to estimate the
values of a and b, the parameters of the equation, which minimize ) d?. The
deviation, or d,, is often referred to as a residual, as mentioned in section 4.3. The
technique for solving for the values of a and b is to use partial differentiation
with respect to both a and b, set both expressions equal to zero to minimize
them, and solve them simultaneously. This mathematical process is omitted
here, but is explained in many texts on statistics or econometrics.' The resulting
solutions are given here, although they can be expressed in other ways:

_nEXY - $X XY

b=————————— 4.6
n X2 — (£X)? (+6)
a :E—Yflﬂ (4.7)

n n

4.5.2 Application of OLS

The OLS procedure is normally performed on a computer using a software
package like SPSS, SAS or Minitab. In the case of simple regression many

Y X
X
Yi
X
A di
Y;
X
X
X
X; X

Figure 4.2. Method of least squares (OLS).
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calculators are programmed to do the necessary calculations; the data are
entered, the relevant commands are given and the values of a and b are then
displayed. For the data set in Table 4.1 this can be achieved in a matter of a few
seconds. However, this is of no help in performing statistical inference, as seen
in the next section. Therefore, it is preferable initially to perform the calcula-
tions manually, especially since this will aid insight into the procedures.

There is, however, one procedure which can be performed to simplify the
calculations, at least in the example in Table 4.1. This is to transform the X
variable by taking deviations from the mean; this involves using a new variable
x that is given by (X — X). The advantage of this procedure is that it ensures that
¥x =0, by definition. Graphically this is equivalent to shifting the Y-axis to the
right so that it now intersects the X-axis at the mean of X. The new vertical
intercept is now called @’ in order to distinguish it from a. This in turn means
that the expressions for a and b in expressions (4.6) and (4.7) can be simplified
and transformed as follows:

bﬁanY—ZxZanZfoZxY
Y- (Tt nye Y

g XY bYx_¥Y_o
n n n
where the regression line is given by:
Y=a'+bx
The initial calculations towards obtaining the values of a’ and b are shown in
Table 4.2. The results are then used as follows:

Y = 488 X =119 x=0 XY = —224 x> =28
> > > > >

Y=448/7=64 X=17

a =64

C>IXY 224 g
Y x2 28
b=-8

Table 4.2. Simple regression calculations

Y X x xY x?
Sales (units) Price (£)
96 14 -3 —288 9
88 15 -2 -176 4
60 16 -1 —60 1
52 17 0 0 0
60 18 1 60 1
36 19 2 72 4
56 20 3 168 9
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ThusY =64 —8xorY =64 — 8(X —17) = 64 — 8X + 136 = 200 — 8X
Therefore we can write the regression line as:
Y =200 - 8X
We can now express the demand equation in terms of sales and price as:
Q =200 — 8P (4.10)

The value of b is particularly important in the equation; as seen in the previous
chapteritrepresents the marginal effect of price on quantity. Thus the demand
equation can be interpreted as saying that for every £1 the price rises the
quantity sold will fall by eight units.

4.6 Goodness of fit

Whereas regression analysis examines the type of relationship between vari-
ables, correlation analysis examines the strength of the relationship, or good-
ness of fit. This refers to how closely the points fit the line, taking into
consideration the units of measurement. Some idea of this can be obtained
from a visual inspection of the graph, but it is better to use a quantitative
measure.

4.6.1 Correlation

More specifically the correlation coefficient (r) measures the degree of
linear association between variables. It should be noted that correlation says
nothing about causation. The causation between the variables could be
reversed in direction, or it could act in both directions in a circular manner.
For example, high sales could lead to economies of scale in production,
enabling firms to reduce their price. An alternative explanation of correlation
between variables is that there may be no causation at all between two vari-
ables; they may both be influenced by a third variable. A notorious example is
that empirical studies show that there is a strong relationship between the
number of teachers in a country and alcohol consumption. This does not mean
that teachers are heavy drinkers, or that people who are heavy drinkers
become teachers! It is more likely that both the number of teachers and the
level of alcohol consumption are influenced by the level of income in the
country. If one substitutes purchases of TV sets or mobile phones for alcohol
the same relationship would still hold good, since all these consumer goods are
much influenced by income.

It should also be stressed that correlation only applies directly to linear
relationships, meaning that weak correlation does not necessarily imply a
weak relationship; there might be a strong non-linear relationship. Thus
drawing a graph of the data is important, since this can give an insight into
this possibility.
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The formula for calculating the correlation coefficient can be expressed in a
number of ways, but probably the most common is:
.o nxXY — X¥Y (4.11)
V/InEX? — (SX)[nsY? - (2Y )

Thus we obtain for the data in Table 4.1:

7(7392) — 119 x 448 1568 _

_ - = —0.8264
(196)(18,368)  1897.4

4.6.2 The coefficient of determination

The problem with the correlation coefficient is that it does not have a precise
quantitative interpretation. A better measure of goodness of fit is the coeffi-
cient of determination, which is given by the square of the correlation
coefficient, and is usually denoted as R%. This does have a precise quantitative
interpretation and it measures the proportion of the total variation in the
dependent variable that is explained by the relationship with the independent
variable.

In order to understand this measure more fully it is necessary to examine
the statistical concept of variation and the components of explained and
unexplained variation. This is best done with the aid of a graph (Figure 4.3).

In statistical terms, variation refers to the sum of squared deviations. Thus
the total variation in Y is the sum of squared deviations from the mean of Y, or
¥y*. In terms of Figure 4.3 we can think of this as ©TD?. This is also referred to
as the total sum of squares, or TSS. However, each deviation, or TD, can be
partitioned into two components, explained deviation (ED) and unexplained
deviation (UD). The first component is explained by the regression line, in
other words the relationship with X. Thus:

X<
<

ub

=>

D

<l
x

Figure 4.3. Explained and unexplained variation.
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Table 4.3. ANOVA table

Source of variation Sum of squares (SS)  Degrees of freedom (d.f) Mean sum of squares F
(mSS)
Regression (explained) ESS=1792 1 1792 10.77
Residual (unexplained) RSS = 832 5 166.4
Total 7SS =2624 6
TD = ED + UD (4.12)

It can also be shown that:
YTD? = YED? 4 XUD? (4.13)
Expression (4.13) can also be written:
Total sum of squares = explained sum of squares + unexplained sum of
squares or:
TSS = ESS 4+ RSS (4.14)

where RSS is the residual sum of squares and is unexplained by the regression
line. These relationships are frequently illustrated in an analysis of variance, or
ANOVA, table. For the data in Table 4.1 this is shown in Table 4.3. Variance, or
mean sum of squares, is given by variation (SS) divided by degrees of freedom.
The values in the second column are calculated in Table 4.13 in Appendix A.3.
The last three columns will be explained in more detail in section 4.9.

The definition of the coefficient of determination at the beginning of this
subsection indicates that it is given by:

R? = ESS/TSS (4.15)

For the data set above, R* =1792/2624 = 0.6829

This means that 68.29 per cent of the variation in sales is explained by the
linear relationship with price. The corollary of this is that 31.71 per cent of the
variation in sales is unexplained by the relationship, and therefore it must be
explained by other omitted variables. Thus when R? is low it means that other
variables play an important part in affecting the dependent variable and
should preferably be taken explicitly into account (if they can be identified
and measured) in a multiple regression analysis, as described in section 4.9.

4.7 Power regression

It was assumed in the above analysis that the relationship between the vari-
ables was linear. Demand relationships are usually considered to be in linear or
power form as seen in the last chapter. Rarely do we have a strong a priori belief
regarding which mathematical form is correct from the point of view of
economic theory; therefore, we tend to see which form fits the data best in
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practice and use that one. We now need to see how to estimate the power form
of equation.

4.7.1 Nature of the model

The power form, Q = aP®, cannot be estimated directly using the OLS technique
because it is a linear method, meaning that the estimators a and b are linear
combinations of the values in the data. However, the power equation can
be transformed into a linear one by taking the logarithms of both sides to
obtain:

log(Q) = log(a) + blog(P) (4.16)

This ignores the error term for the sake of simplicity of expression. The
logarithms used may be to the base of ten or, more commonly, to the base of
the mathematical constant e, for reasons explained in section 4.9. The relation-
ship is now linear in logarithms and therefore OLS can be applied. Sometimes
the estimated equation is expressed in the form above and sometimes it is
transformed back into the power form.

4.7.2 Application of the model

Many calculators now will perform regression analysis on many different
mathematical forms, as long as they involve linear transformations. This is
explained in more detail in section 4.9, where extensions of the regression
model are considered. This means that the power model can be estimated
without using logarithms on the calculator. When the data set in Table 4.1 is
analysed, the resulting power regression equation is:

Q = 22,421p %08 (4.17)
This can also be expressed in logarithmic form:
InQ = 10.02 — 2.089InP (4.18)

where In Q and In P represent the natural logarithms (using the base of e) of Q
and P.

A comparison of the linear model in (4.10) and power model in (4.17) is shown
in Figure 4.4. The main application of the power model is to estimate elasticities.
We can now see that the price elasticity of demand for the product is — 2.089.

In order to see if this power equation fits better than the linear equation
estimated earlier in (4.10) we have to examine the R?. In this case it is 0.6618,
which is lower than the 0.6829 that was found for the linear relationship. This
tells us that the power relationship does not explain as much of the variation
in sales; in other words it does not fit as well as the linear relationship. For the
data set in Table 4.1 it is therefore the linear relationship that would normally
be used for drawing the regression line and for making forecasts. This fore-
casting aspect is now considered.
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Figure 4.4. Comparison of linear and power models.

4.8 Forecasting

4.8.1 Nature

Forecasting means estimating a specific value of a variable, as opposed to
estimating a whole relationship. Again there are various methods involved,
both qualitative and quantitative, but generally the most reliable, based on the
discussion in this chapter, is regression analysis. In this case a value (or values)
of the independent variable(s) is given, or estimated in turn, and these values
are substituted into the appropriate demand equation.

4.8.2 Application

a. The appropriate demand equation

As seen in section 4.6 we can think of this as the one that fits best. For the data
set in Table 4.1 the relevant equation was given by expression (4.10):

Q =200 — 8P

If we want a forecast for a firm charging a price of £18 we obtain a sales
value of 56 units.

b. Assumptions
It is always assumed in forecasting that other things remain equal, meaning
that there is no change in the variables excluded from the equation. In add-
ition, if forecasts are being made outside the range of the data, for example a
price of £22, it is also assumed that the estimated relationship is still valid. The
mathematical model used may only fit well for a limited range of data.
Forecasts are always subject to an element of error because of the fact that
the relationship is not a perfect one and that the regression line has to be
estimated from sample data. The better the fit of the data, in other words the
higher the R?, the more accurate forecasts will be. In practice it may be helpful
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to managers to have not just a point estimate as given above, but also an

interval estimate. This involves statistical inference and is therefore dis-
cussed in appendix A.

4.9 Multiple regression

It was stated in section 4.3 that it was highly unlikely that in a demand
relationship there would only be one factor affecting sales, or that other
factors would remain constant. We therefore have to consider the multiple
regression model in order to analyse more complex but more realistic situ-
ations. This section will focus on the differences between the multiple regres-
sion (MR) and simple regression (SR) models as far as assumptions, estimation
and hypothesis testing are concerned. Since the MR model is unlimited in
terms of the number of independent or explanatory variables that it can
include, we must also consider how to determine which variables to include
in the model in any particular situation.

4.9.1 Nature of the model

It has already been stated that if a simple regression model produces a low R? this
is an indication that other factors should be explicitly included in the analysis,
thereby involving a multiple regression model. The population regression func-
tion therefore assumes the linear form:

Qi = a+ 1P+ BoAi + BaYi + BuPi 4+ ... + & (4.19)

where 34, 3, ... are regression coefficients representing the marginal effects of
different independent variables, and e represents the error term.

This population regression function has to be estimated from sample data,
using a sample regression function:

Qi = a+biP; +boA; + bsY; + byP; + ... + d; (4.20)

The assumptions regarding the error term in the MR model are similar to the
five assumptions described for the SR model in appendix A, but with one
addition:

There is no exact multicollinearity between any of the explanatory variables.

Multicollinearity is said to exist if there is a linear relationship between two or
more of the explanatory variables; this would be the case, for example, if P and
Y in the model in (4.20) were perfectly correlated. The consequences of this, or
near multicollinearity, are examined in Appendix B.

Before moving on to consider the advantages of the MR model we can give
an example of a situation where such a model is appropriate; this can be
done by referring back to the introduction to this chapter, where we were
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Table 4.4. Demand data for multiple regression analysis

Y Xi X2
Sales (units) Current Price (£) Past Price (£)
96 14 13
88 15 15
60 16 17
52 17 18
60 18 16
36 19 20
56 20 16

considering the hypothesis that sales might depend more on past price than on
current price. Assuming that no other variables were regarded as affecting
sales, or that they remained constant, the mathematical model (for a sample)
would be specified in linear form as:

QI = a+ b;P; + byP;_4 (421)

In view of this we might obtain the sample data shown in Table 4.4. This is
simply an extension of Table 4.1 to include data for past price.

4.9.2 Advantages of multiple regression

The multiple regression model has three main advantages compared with
simple regression:

1 The effects of several explanatory variables on a dependent variable can be
estimated.

2 Even if we are only interested in the effect of a single variable it is still better
to use multiple regression to avoid a biased estimation of the regression
coefficient.

3 Because of the better fit to the data, shown in the higher R?, standard errors
of coefficients are reduced, thus producing more reliable estimates of coeffi-
cients and forecasts; confidence intervals for these are reduced.

All three of the advantages above can be seen by estimating the MR model from
the data in Table 4.4. The calculations involved are tedious to perform manu-
ally, so the results described below were obtained using the SPSS software
package. A more detailed display and interpretation of the results is given later
in this section.

The regression equation is:

Q = 235.2 — 3.890P; — 6.394P;_, (4.22)
Thus we can see the effects of both current price and past price. The inter-

pretation is that for every £1 the current price rises, sales will fall by 3.89 units,
assuming no change in the past price. Also it can be seen that for every £1
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increase in past price (obviously this is no longer a controllable factor), current
sales will be 6.394 units lower, assuming current price stays the same.

We can also see that our original estimate of the effect of current price, using
the SR model, was biased. The marginal effect in (4.10) of —8 was exaggerated
because it also included the effect of past price, the two variables being positively
correlated. The marginal effect in (4.22) of —3.890 is a more accurate estimate
because it isolates the effect of the current price from the effect of past price.

The fit of the model is much improved, with the R* increasing from 0.6829
to 0.9656. This is a multiple R?, meaning that current price and past price
together explain 96.56 per cent of the variation in sales. This better fit in turn
means that the estimates of the regression coefficients are more reliable
(meaning that they have smaller standard errors, and therefore larger t-ratios),
and that forecasts will also be more reliable.

Having covered the basic features of the multiple regression model we can
now move on to consider some of its more advanced aspects; a better under-
standing of these can be achieved only after an examination of the material in
appendix A on statistical inference.

4.9.3 Dummy variables*

It is frequently desired to use qualitative rather than quantitative data in regres-
sion analysis. As mentioned in section 4.4 this considerably broadens the scope
of analysis. For example, we might want to estimate the effect of an individual’s
sex on their demand for chocolate. Sex comes in two categories (although some
geneticists are now suggesting that there should be five); therefore it is con-
venient to represent this characteristic by using a dummy, or 0 — 1, variable.
Thus males may be given a 0 value and females a 1 value. The choice of which
value to attach to each category is entirely arbitrary; as long as one is consistent
in the interpretation of results it does not matter, as will be shown.

Some characteristics require several categories, for example an individual’s
nationality. Another common use of dummy variables where several categories
may be required is in the analysis of seasonal data; this might be classified into
four quarters. In this case, three dummy variables would be required. In general,
if there are m categories, m — 1 dummy variables are needed. Dummy variables
are a very useful tool in analysing a wide variety of different problems, and are
involved in both the case studies at the end of the chapter. An example of the
recording of dummy variables is shown in Table 4.5, which relates to individuals
of four different nationalities. The dummy variables for nationality are recorded
as follows:

N; =1 if person is British, 0 if not.
N, =1 if person is French, 0 if not.
N3 =1 if person is German, 0 if not.

Thus an American will have a 0 value recorded in all three columns for
nationality.
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Table 4.5. Recording of dummy variables

Individual S N, N, N5

Anne (German)
Barry (American)
Charles (British)
David (British)
Emily (French)
Florence (German)

——-0o00O=
i oo—=—0o0O
‘i o—ocooo0o

= k-X-R-

Obviously other explanatory variables may be relevant in the relationship
and therefore the regression model may involve a mixture of quantitative and
qualitative data. Consider the following example:

Q =455 —6.52P + 1.56Y + 2.61S — 1.57N; — 3.83N; —2.49N5 +---  (4.23)

where Q represents number of chocolate bars consumed per week, P is price
(in £) and Y is income (in £,000 per year).
The coefficients of the dummy variables are interpreted as follows:

S  Females eat 2.61 more chocolate bars per week than males, other things
being equal.

N; The British eat 1.57 fewer chocolate bars per week than the Americans,
other things being equal.

N, The French eat 3.83 fewer chocolate bars per week than the Americans,
other things being equal.

N3 The Germans eat 2.49 fewer chocolate bars per week than the Americans,
other things being equal.

All the nationality comparisons above are with Americans since that nation-
ality is used as the base of zero for each of the dummy variables. However, it is
easy to make other comparisons, by subtracting coefficients; for example the
British eat 2.26 more chocolate bars than the French (—1.57 — —3.83 = +2.26).
If a different nationality were used as a base, the coefficients of the dummy
variables would be different, but the same interpretation could be obtained.
For example, if being British is used as the base and N; has the value of 1 for
French and 0 otherwise, then the coefficient of N; would be —2.26.

4.9.4 Mathematical forms*

There is a wide variety of mathematical forms that are used in different
regression models. Six models are commonly used and are now discussed;
the first four of these forms involve transformations to make them linear.
Table 4.6 shows these four forms of mathematical model (in just two variables
and without the error term for simplicity), along with the relevant transforma-
tions and interpretations. The other two common forms involve inverse and
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Table 4.6. Mathematical forms of the regression model

Model Form Transformation Interpretation

Linear Y=a+bX none Xx1 unit —Yxb units
constant marginal effect

Power (log-log) Y=ax® InY=d+blInX Xx1% — Yxb%
constant elasticity

Exponential (log-lin) Y =ae™ InY=a +bX Xx1 — YxbX 100%
constant growth

Logarithmic (lin-log) Y=a+blogX Y=a+bInX Xx1% — Yxb/100 units

polynomial functions. These do not have direct interpretations but may be
useful in modelling certain situations.

The notation a’ represents In a. It should also be noted that logarithms
cannot be applied to dummy variables since one cannot take the logarithm
of zero.

1 Linear Model. This has already been explained in some detail; it tends to be
used most frequently because of its simplicity.

2 Power Model. As seen in section 4.7, this involves a logarithmic transforma-
tion to convert it into a linear form and make it amenable to regression
analysis. It is also frequently used, since it enables the estimation of
elasticities.

3 Exponential Model. This model is used mainly to estimate growth rates for
time-series data; however, it can be used for any demand function.

4 Logarithmic Model. This model tends to be used less often than those described
above, although for the simple regression data in Table 4.1 it actually fits
best, as will be seen in Table 4.10.

5 Inverse or Reciprocal Model. This takes the form:

Y =a+b(1/X) (4.24)

Itis very versatile in terms of the shape of curve it can give, depending on the
signs of a and b. If a and b are both positive it can give a downward-sloping
curve similar to the power curve, and can therefore be a good fit for demand
data. The problem, as stated above, is that there is no direct economic
interpretation of the coefficients; for this reason it is not used as much as
the models in Table 4.6.

6 Polynomial Model. This takes the form:

Y=a+bX+bX2+b:X3+... (4.25)
It is also versatile, and is useful for modelling cost functions, as seen in

Chapter 7.

4.9.5 Interpretation of the model results*

When data are entered into a computer using a standard regression program
there are a large number of statistics that are usually produced on the screen
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Table 4.7. Multiple regression results - model summary

Model R R? Adjusted R? SEE

Linear .983 .966 .948 4.7521

Table 4.8. Multiple regression results - ANOVA

Model Sum of squares  d.f. Mean square F Sig.
Regression 2533.669 2 1266.835 56.098 .001
Residual 90.331 4 22.583

Total 2624.000 6

Table 4.9. Multiple regression results - coefficients

Unstandardized coefficients

Model b SE t Sig.
Constant 235.165 16.552 14.208 .001
Current price —3.890 1.149 —3.384 .028
Past price —6.394 1.116 —-5.731 .005

and printout. These now need to be interpreted. The data set in Table 4.4 is
used to illustrate the situation. When these data are analysed using the SPSS
program, the results for the linear form are as given in Tables 4.7-4.9.

The following aspects of the results need to be interpreted:

a. Regression coefficients
The general economic interpretation of these coefficients in different models
has already been considered, and the particular coefficients in Table 4.9 were
interpreted in subsection 4.9.2.

Let us now consider the interpretation of the coefficients for the other three
mathematical forms that were estimated (not shown in Tables 4.7-4.9):

1. Power
InQ; =11.373-0.842 In P, —1.749 In P, ; (4.26)

This means that for every 1 per cent the current price increases, the sales will
fall by 0.842 per cent, other things being equal, and that for every 1 per cent
increase in the past price, sales will be 1.749 per cent lower. Again we can see
that the use of simple regression resulted in a large overestimation of the price
elasticity: the value of —0.842 is a more accurate measure than the value of
—2.089 obtained in (4.17).
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2. Exponential
InQ; = 6.783 — 0.0511 P, — 0.110 P, _; (4.27)

This is interpreted that for every £1 the current price rises, sales will fall by
about 5 per cent, other things being equal; similarly, for every increase in £1 of
the past price, sales will be 11 per cent lower.

3. Logarithmic
Q; =533.557 — 64.437 In P, —102.987 In P; 4 (4.28)

The interpretation in this case is that for every 1 per cent increase in the
current price, sales will fall by 0.64 units, other things being equal; similarly,
for every increase of 1 per cent in the past price, sales will be 1.03 units lower.

b. Standard errors of coefficients

These are useful in showing the margin of error of estimation, and can be used
to calculate confidence intervals. They can also be used to calculate t-statistics,
as explained below. However, much of the discussion of the following meas-
ures involves a more detailed understanding of statistical theory; the reader is
therefore recommended to refer to appendix A before continuing further with
this section.

c. t-statistics

A t-statistic or t-ratio is given by the relevant coefficient divided by its standard
error ( b/op). Thus the t-statistic for the current price variable is —3.890/1.149=
—3.384. The t-statistics are used to test the significance of individual independ-
ent variables. Usually the null hypothesis that the regression coefficient is 0 is
used; if the t-statistic exceeds a certain critical value (which depends on the
significance level chosen, whether the test is one-or two-tail, and the number
of degrees of freedom), the null hypothesis is rejected. This means that there is
evidence of a relationship between the dependent and independent variable,
because the probability of such a large t-statistic occurring if there were no
relationship is very small, typically less than 0.05 (the 5 per cent level of
significance is normally used).

Applying this to our data set we would expect both current and past price to
have a negative effect on sales, therefore resulting in one-tail tests. There are
four degrees of freedom; this is given by n —k — 1, where k is the number of
regressors or explanatory variables. At the 5 per cent level of significance the
critical value of t is 2.132. Since both t-statistics exceed this in absolute magni-
tude, we would reject the null hypothesis that either 3; or 3, =0 in favour of
the alternative hypothesis that both 3; and 3, > 0. There is thus evidence that
both current price and past price negatively affect sales.



Demand estimation

d. Significance values

These are sometimes called prob-values or p-values because they indicate the
probability of a calculated t-statistic occurring if there is no relationship
between the dependent and independent variable. Thus if the t statistic
exceeds the critical value at the 5 per cent level of significance the p-value
must be less than 0.05 (assuming a two-tail test).

In Table 4.9 the t-statistic for current price is —3.384 and the significance
value is 0.028. This means that the result would be significant at the 2.8 per
cent level if we were performing a two-tail test. Since we would in this case
perform a one-tail test the result is significant at the 1.4 per cent level. Likewise
the past price significantly affects sales at the 0.25 per cent level.

e. Standard error of the estimate (SEE)

This refers to the standard deviation of the dependent variable Y after control-
ling for the effects of all the X variables; in symbols it is represented as:

s=/(Y-Y)?/m-k-1 (4.29)

where k refers to the number of regressors.

It is a very useful measure ofY the accuracy, or goodness of fit, of a regres-
sion model; its value would be 0 if the relationship were perfect. It is thus
inversely related to R*.

In Table 4.7 the SEE is given as 4.7521. This compares with the SEE from the
simple regression model of 12.90. Thus the fit of the relationship has been
substantially improved.

f. Coefficient of determination (R?)

This measure has already been interpreted in section 4.6 for the simple regres-
sion model, and has been extended to the multiple regression model in
explaining the advantages of using multiple regression. We have seen that
by including the past price in the regression model we have increased the
proportion of the variation in sales explained by the model from 68.29 per cent
to 96.56 per cent.

g. Adjusted coefficient of determination (adj. R?)

There is a problem in using the R* as a measure of goodness of fit; as more
variables are included in the regression equation, the R* will increase even if
the additional variables are not related to the dependent variable. To compen-
sate for this, and to enable the investigator to select the model with the best fit,
a corrected or adjusted R? can be used; this adjusts for the number of degrees of
freedom, so that the R* does not automatically increase as more variables are
included. The formula for calculating the adjusted R is:

adjR®=1-(1-R)(n—k)/(n—k—-1) (4.30)
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Unfortunately there is no direct interpretation of the adjusted R? value. Its use
is discussed further in the next subsection.

h. F-statistic

Although both the above measures provide an indication of the strength of the
relationship between the dependent and independent variables, they do not
indicate whether the relationship is significant. The F-statistic is a measure of
the statistical significance of the relationship between the dependent variable
and the independent variables taken as a group. It is the ratio of explained
variance to unexplained variance (variance is variation divided by degrees of
freedom). If there is just one independent variable the F-statistic gives the same
result as the t-statistic.

In Table 4.8 the F-statistic is given as 56.098. This is obtained by dividing the
mean square of the regression (which is the explained variance) of 1266.835 by
the mean square of the residual (which is the unexplained variance) of 22.583.
The significance of this value is indicated in the next column of the ANOVA
table; in this case it shows that the relationship is significant at the 0.1 per cent
level. It is therefore highly unlikely that such sample data would be observed if
there were no relationship between the variables involved.

4.9.6 Selecting the best model*

We have so far specified the model in various forms; now we have to decide
which of these forms is the best one to use. Most of the results analysed in the
previous subsection related to the linear model. However, as already explained,
economic theory alone cannot determine the mathematical form of the model
in demand situations. Therefore, although theoretical considerations should
always come first in specifying the model, in this case we have to let the
empirical results determine the best form to use. There are two issues here:

1 Which variables should we include in the model? This means considering whether
we should use current price only, past price only, or both, in the model.

2 Which mathematical form should we use? This means comparing the four differ-
ent forms considered in order to see which fits best.

We therefore need to compare the values of the adjusted R? for the different
models. This is the measure that must be used to compare models with
different numbers of variables. The results are shown in Table 4.10.

Table 4.10. Comparing goodness of fit for different models

Model Current price Past price Current and past price
Linear .620 .840 948
Power .594 n/a .929
Exponential 563 n/a .956

Logarithmic .659 n/a .949
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The relevant statistics for the relationship with past price only have not been
computed since it is apparent from the values already computed that the best
model should include both explanatory variables. There is little to choose
between the different mathematical forms, but the exponential form fits mar-
ginally better than any of the others. It will always be the case that the SEE
statistic and the adjusted R* are inversely related; thus, selecting the model with
the highest adjusted R* will always result in obtaining the model with the lowest
SEE. Strictly speaking the R* or adjusted R* values of mathematical forms with
different dependent variables are not directly comparable,” but we will overlook
this here for simplicity. Therefore the best form of the model is the one in (4.27):

InQ; =6.783 — 0.0511 P; — 0.110 P;_4

This is generally the model we should use, especially for forecasting pur-
poses. We can test our original hypothesis using this model: changes in past
price have about twice the effect of changes in current price, and the t-statistic
is much more significant for past price.

The procedure described above for finding the model with the highest adjusted
R? can be tedious if there are a large number of possible explanatory variables and
we are not sure from a theoretical viewpoint which ones to include. Fortunately,
there is a rule to aid this decision. It can be shown that the adjusted R* will
increase if the absolute value of t for a coefficient is greater than 1, assuming the
null hypothesis was that the population coefficient was 0 (meaning that the
variable had no effect on the dependent variable). Thus, if there is no prior or

Case study 4.1: The demand for coffee

An empirical study by Huang, Siegfried and
Zardoshty” estimated a demand function for 1977-lI
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= the trend factor, with T=1 for 1961-1to T=66 for

coffee in the United States between 1961 and
1977, using quarterly time-series data. The results
were:

InQ;=1.2789 — 0.1647 InP; + 0.5115In Y;
(—2.14) (1.23)

+0.1483InP, — 0.0089 T — 0.0961D,
(0.55) (—3.326) (-3.74)

— 0.1570D, — 0.0097 D5
(-6.03) ~ (-0.37)

R?2=0.80

where

Q = pounds of coffee consumed per head

P=the relative price of coffee per pound at 1967 prices
Y = per capita personal disposable income (in $,000
at 1967 prices)

P'=the relative price of tea per quarter pound at
1967 prices

D, =1 for the first quarter
D, =1 for the second quarter
Dz =1 for the third quarter

Questions

1 Interpret the PED for coffee; does price significantly
affect consumption?

2 Interpret the YED for coffee; does income
significantly affect consumption?

3 Interpret the CED between tea and coffee; does the
price of tea significantly affect the consumption of
coffee?

4 Why do you think that advertising expenditure is
omitted from the equation?

5 Interpret the trend factor.

6 Interpret the seasonal pattern in coffee
consumption in the USA.

7 How well does the model fit the data?
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theoretical reason for including a particular explanatory variable, we should
exclude it from the model if the absolute value of its t-statistic is less than 1.

4.10 Implications of empirical studies

Over the last few decades, thousands of empirical studies have been performed
examining demand relationships. The purpose here is to summarize three of
the most important findings in terms of the implications for economic theory.

4.10.1 The price-quality relationship

Many studies show that consumers tend to use price as an indicator of quality,
particularly in the absence of other quality cues. Consider the following two
examples.

1 Buying a personal computer. In this situation there are many quality indicators:
brand name, type and speed of processor, amount of RAM, DVD availability,
size of hard disk, size of monitor and so on. In this case consumers are less
likely to use price as an indicator of quality.

2 Buying a bottle of wine. There may be quality indicators here too, such as
country and region of origin and vintage, but a consumer who is not familiar
with these cues may simply assume that ‘you get what you pay for’.

Obviously much depends on the knowledge of the individual consumer, but the
assumption of consumers, in the second situation above, results in the price
variable having two separate effects on sales: apart from the normal inverse
relationship there is a positive relationship with perceived quality which in turn
has a positive relationship with sales. It is possible that the indirect positive
effects working through perceived quality may outweigh the normal inverse
relationship, resulting in the demand curve appearing to be upward-sloping.
Strictly speaking this is not a true demand curve since it invalidates the ceteris
paribus assumption in the price-quantity relationship, but this technicality
is not what concerns managers. Managers are concerned with the possibility
that they can raise the price of a product and simultaneously increase sales
if they are successful in persuading consumers that the quality of the product
has improved. This has important marketing implications in terms of promo-
tion and packaging, which can be used to reinforce this change in attitudes.

4.10.2 Lack of importance of price

Economists sometimes assume that price is the most important variable in the
marketing mix because of its role in allocating resources, as discussed in
Chapter 1. Empirical studies often contradict this; in Houthakker and
Taylor’s landmark study of consumer demand in the United States,” it was
found that in their analysis of eighty-three products, price significantly
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affected sales in only forty-five cases. One reason for this is the phenomenon
referred to above where a change in price may be associated with a change in
quality. In other cases, studies have shown that consumers are ignorant of
prices, or that they may know the current price of the products they buy but
not the past price, and therefore cannot detect a price change. This research
indicates the importance of habit formation and brand loyalty.

4.10.3 Dynamic relationships

These are relationships that include lagged variables, meaning that consumer
decisions involve data from past periods. In the study above, Houthakker and
Taylor found that a dynamic demand relationship fitted best for seventy-two of
the eighty-three products. There were three main variations in the nature of
the dynamic relationship, with sometimes all of them appearing in the same
equation, as, for example, in the demand for radio and television receivers,
records and musical instruments:

Q; = .6599Q ;1 + .0167AC; + .0060C;_; — .0946 AP, — .0340P;_, (4.31)
where:

Q; = quantity demanded in quarter ¢

Q;_1 = quantity demanded in quartert —1

AC; = change in total consumer expenditure between quarter t and quarter
t—1

C;_ = total consumer expenditure in quarter t — 1

AP, = change in relative price between quarter t and quarter t — 1

P, _, =relative price in quarter t — 1

This shows the relevance of:

1 Lagged endogenous variables, where the amount of a product bought depended
on the amount bought in the previous time period, again indicating the
existence of habit formation.

2 Lagged exogenous variables, such as total expenditure and income.

3 Changes in variables, showing consumers may react to changes in prices or
incomes.

4.11 A problem-solving approach

Essentially there are seven main stages in estimating demand, as described in
the introduction to this chapter:

1 Statement of a theory or hypothesis. This must relate in some way to a demand
relationship.

2 Model specification. This involves identifying variables that may be relevant in
the demand relationship, determining how to measure them and consider-
ing functional form and time lags.
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3 Data collection. This involves determining whether to use time-series or cross-
section data, and sample selection. Practical considerations here may relate
to decisions in the previous stages.

4 Estimation of parameters. This stage is largely mechanical, involving calcula-
tors and computers with the relevant programs.

5 Checking goodness of fit. This is necessary to examine how well a particular
model fits and find the model that fits best.

6 Hypothesis testing. This combines with statistical inference, and is explained
in section 4.9 and appendix A.

7 Forecasting. This was explained in section 4.8.

With most problems that students face the first three aspects are not relevant,
because they are given a data set to work with. The third stage is relatively
straightforward, so the main difficulties occur with interpretation. A lack of
understanding of the theoretical underpinnings of the regression model is
often the fundamental problem. The model is easy to use mechanically, but
aspects of statistical inference are much more complex. These are best
approached with visual aids of graphs and diagrams, for example to
explain bias and efficiency of estimators; although these visual aids relate
mainly to simple regression, if this model is understood it can easily be
extended to the multiple regression model.

However, in practice the first three stages of the process may pose consider-
able problems to investigators. Therefore, two case studies are presented in
this section that illustrate the problems in these stages. Furthermore, the last
of the review questions involves a consideration of the third stage as well as the
first two.

Three solved problems are now presented.

SP4.1 Revenue relationships

KA Products has just carried out a survey of the demand for their
guidebooks to spoken English. They have found the following results
over the last six months.

Sales revenue ($,000) 356 398 372 360 365 350
Price () 45 40 42 45 43 48

a. Estimate an appropriate demand relationship.

b. Draw a graph of the data and the above relationship.

c. Make a forecast of sales revenue for a price of $5, stating any
assumptions.

d. Estimate the price elasticity of demand for the data as a whole.

e. If price is raised 10 per cent in general terms, what will happen to
revenue?
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Solution

a. Q=985.1P 7 ¥*=97.79 per cent

b. Power relationship

c. $335,000 assuming other things apart from price stay the same and
that the estimated relationship is still valid outside the price range.

d. —1.67, elastic

e. Revenue falls 6.7 per cent; this result can be obtained from computing
the revenue function R=PQ=985.1P -’

SP4.2 Lagged relationships

MC Corp. makes alarm clocks and has observed the following pattern of
sales over the last 8 months:

Jul. Aug. Sep. Oct. Nov. Dec. Jan. Feb.
Sales (units) 380 430 410 420 450 440 480 500
Income ($,000) 26 25 27 29 28 31 32 32

a. Is it appropriate to use a lagged relationship in the above situation?
Give your reasons.

. Estimate an appropriate relationship.

. Draw a graph of the data and appropriate relationship.

. Estimate sales in March, stating any relevant assumptions.

. How much of the variation in sales is explained by the relationship
with income?

o Aan o

Solution

a. It may be appropriate in theory to lag the relationship because income
is often received at the end of the month. To check whether it is
actually appropriate in this case we have to estimate the relationship
with a lag and see if it fits better than the unlagged relationship. The
lagged relationship does in fact fit better, with a coefficient of deter-
mination (COD) of 94.33% compared with the unlagged relationship
with a COD of 60.79%.

b. Unlagged linear: Q=121.9+11.02Y COD=60.79%
Unlagged power: Q=41.31Y%79%* COD=58.35%
Lagged linear: Q=98.70+12.32Y, ; COD=94.33%
Lagged power: Q = 34.32Y?7%%2 COD = 93.61%

Therefore the appropriate relationship is the lagged linear.
c. Sales should be on vertical axis; scales should be such as to give a

spread of the data points; the lagged data should be used resulting in
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seven points on the scattergraph; and the regression line should be
drawn accurately.

d. 493 units, assuming that all other factors that affect sales remain the
same.

e. 94.33%

SP4.3 Interpretation of regression model

The following regression is based on a random sample of 200 persons:

LOGIN = 0.12LOGFIN + 0.05EDUC — 0.15FEMALE

(t ratios) (3.28) (2.50) (3.05)
(p values) (.001) (.006) (.001)
R*=0.82

where:

LOGIN =natural log of the person’s income
LOGFIN =natural log of the father’s income
EDUC =number of years in education
FEMALE =1 if female; 0 if male.

a. Interpret the regression coefficients.

b. Interpret the p-values for the t-statistics.

c. John and Jim are alike in all respects except income and their father’s
income. John’s father earns £60,000 and John himself earns £40,000.
If Jim’s father earns £54,000, estimate Jim’s income.

d. Jane is John’s sister but has had three more years in education;
estimate her income.

e. Interpret the R?.

Solution

a. 1% increase in father’s income increases son’s income by 0.12%.
one year more education increases income by 5%.
Females earn 15% less than males.
All the above assume other things remain equal.

b. All three independent variables significantly affect income,
particularly the first and last.

c. 1.2% less than £40,000=£39,520

d. £40,000




e. 82% of the variation in income is explained by the relationship with

the independent variables.
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Case study 4.2: Determinants of car prices

See What CAR? data, which is accessible as an Excel

spreadsheet at http://www.cambridge.org/
0521526256.

Case study 4.3: The Sports Connection*

The Sports Connection is a chain of health clubs

operating in Los Angeles. They have been interested
in evaluating the effects of various elements of their

marketing strategy; in particular, this strategy
involved changing the terms of their offer to
consumers at regular intervals, normally every
month. These offer terms include a number of

variables: current price, amount of time free on top of

Questions

1 Investigate how car prices are affected by size,
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power and degree of luxury, using the sample data.

2 Are there any significant differences in pricing
practices among the different makes?

one year's membership, and guaranteed renewal

price. The firm would also sometimes offer a referral
programme, which would reward new members for

bringing in other new members within their first

month of membership.

In some months the firm would change the offer

twice, rather than once; they observed that this

seemed to bring in more new members because of

Table 4.11. Sales at Sports Connection clubs, 1986-87

Sales (new members) Santa Monica South Bay Beverly Hills Encino Long Beach
Dec. 1987 447 336 274 202 201
Nov. 501 339 237 171 176
Oct. 358 286 239 161 165
Sep. 386 220 221 171 219
Aug. 418 273 215 201 170
Jul. 388 272 219 178 161
Jun. 325 210 213 233 183
May 350 282 360 264 268
Apr. 340 270 331 289 225
Mar. 455 203 331 321 255
Feb. 392 201 277 204 233
Jan. 498 302 439 204 241
Dec. 1986 408 271 295 214 187
Nov. 358 278 310 210 205
Oct. 363 280 285 212 136
Sep. 389 329 389 208 221
Aug. 280 313 334 219 228
Jul. 291 268 346 300 267
Jun. 311 283 284 234 228
May 332 350 291 240 212
Apr. 409 336 375 229 275
Mar. 480 292 307 247 285
Feb. 419 289 297 229 246
Jan. 487 365 348 235 311
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Table 4.12. Sales parameters for Sports Connection clubs, 1986-87

Price (§)  Timefree Referral Renewal  Number of Income
(months)  programme  price (§)  offer changes (8 billion)
Dec. 1987 381 3.6 No 149 1 2,745.1
Nov. 399 5.4 No 151 1 2,710.5
Oct. 433 7.2 No 150 1 2,731.0
Sep. 400 7.2 No 195 1 2,683.3
Aug. 404 7.2 No 190 1 2,686.3
Jul. 412 7.2 No 185 1 2,682.2
Jun. 387 7.2 No 180 1 2,662.8
May 369 3.6 No 171 2 2,676.8
Apr. 361 3.6 No 166 2 2,603.6
Mar. 388 7.2 No 180 1 2,680.3
Feb. 424 9.6 No 166 1 2,687.2
Jan. 414 9.6 No 147 1 2,656.3
Dec. 1986 377 3.6 No 180 1 2,661.9
Nov. 386 5.6 No 180 1 2,655.5
Oct. 386 8.4 No 180 1 2,652.6
Sep. 353 3.6 Yes 221 2 2,652.2
Aug. 331 3.6 Yes 213 1 2,653.4
Jul. 329 3.6 No 204 1 2,654.1
Jun. 364 3.6 No 168 1 2,649.4
May 375 8.4 No 168 1 2,628.0
Apr. 374 3.6 Yes 168 2 2,640.9
Mar. 371 2.4 No 168 1 2,602.6
Feb. 392 9.6 No 168 1 2,583.0
Jan. 380 3.6 No 168 1 2,558.1

Price= Average price for the month, taking into account different types of membership sold ($)
Time free= Average amount of free time offered during the month (in months).

Renewal price= Average annual renewal price offered ($).

Income= National disposable personal income at annual rate ($ billion at 1982 prices).

the ‘deadline effect’. Whenever customers made
membership enquiries they were told that the
existing offer would be ending soon, and that the
new offer would in some way be less favourable;
either the price would go up, the amount of time
free would be less, or the renewal price would go
up. By using many variables in the offer terms the
firm was continuously able to have some ‘special’
on offer, either a low price, more time free or a low
renewal price, and to rotate these terms. As the
deadline for the end of any offer drew near, the
number of buyers increased. Thus it seemed that
having two ‘close-outs’ in some months was a
desirable strategy.

Table 4.11 shows sales for the five different
Sports Connection clubs in 1986-87. In Table 4.12
the values of different variables are shown for the
time series data; the values are the same for all five
clubs.

Questions

1 Is there evidence that having two close-outs in a
month has a beneficial effect on sales?

2 The company is concerned that having two close-
outs in a month simply results in people joining
sooner than they would otherwise join, with no
overall benefit in terms of new membership sales.
Is there evidence of a dip in sales in months
following a month with two close-outs?

3 Examine the effect of the level of price on new
membership sales; compare this effect with the
effect of having two close-outs in a month.

4 Examine the effects of offering time free, the
referral program and the renewal price.

5 Is there evidence of a trend effect?

6 Is there evidence of a ‘New Year's resolution’ effect?

7 What conclusions can you draw from your analysis
regarding the marketing strategy of the Sports
Connection?
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Appendix A. Statistical inference*

This section is more difficult because it assumes that the student already has
some knowledge of inferential statistics, in terms of hypothesis testing and the
t-distribution.

A.1 Nature of inference in the OLS model

The term inference here means drawing conclusions from a sample of obser-
vations about a whole population. It is important to recognize that in practice
we are almost always limited to collecting data relating to just a sample; in the
demand situation considered so far the observations represent just some of the
possible quantities sold for the prices charged. If more observations, relating to
other firms producing the same product or the same firms at different time
periods, were made at the same prices, then different sales quantities would be
observed. This concept is easier to visualize in terms of a graph; Figure 4.5
represents some additional observations, involving a total of five samples
(although still not the whole population).

Therefore, although we can mechanically compute a sample regression
line for a set of sample data, as in section 4.5, we cannot be sure that this
sample regression line or function is representative of the whole population.
Each sample regression line will be somewhat different, meaning that each
will have different values of the intercept and slope coefficients a and b. The
true population parameters for the intercept and slope, often referred to as
« and 3, are unknown and, in practice, have to be estimated from a single
sample. The situation is illustrated in Figures 4.6 and 4.7. In order to draw
conclusions about these population parameters we must make certain
assumptions about the nature of the population.

A.2 Assumptions

Using the symbols defined above we can express the population regression
function as:

Y=a+ 06X+ ¢ (4.32)
100 - .

90 %
= 80 ¥ ; x * Series1
-— X
g 70 - * ‘ x = Series2
o 601 L I S TN + Series3
£ 50 T, x Series4
@ gg: . i x Series5

20 T T 1

12 14 16 18 20 22
Price (£)

Figure 4.5. Demand graph of population.
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Y == == == = Population
Estimator 1
Estimator 2

Y AN == == == = Population
Estimator 1

Estimator 2

Figure 4.7. Efficient estimators.

Where e represents an error term that is unknown in practice, because o and
[ are unknown. It is important to note the difference between the error term
and the residual; they both arise for the same reason, the omission of other
variables, but the residuals can be computed from the sample regression line,
while the error terms cannot be calculated since they come from the unknown
population regression line.

There are five main assumptions relating to this population regression
function, and these are only outlined here; a more thorough explanation is
outside the scope of this book, but is covered in most texts on econometrics,
for example that of Gujarati.’

1 The independent variable is uncorrelated with the error term e. (4.33)

This will always be true if the X variable is deterministic, meaning that it
takes on fixed values, as assumed in the above example. This will not necessar-
ily happen if it is stochastic, meaning that it takes on random values.

2 The expected value or mean of the error term is zero, or E(e;) = 0. (4.34)

3 The variance of the error term is constant, or homoscedastic.

This can be written: var(e;) = o* (4.35)
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Table 4.13. Calculations for inference

X x x¥ x* v vy (- vy v r-v (-0
Sales (units)  Price(E)
96 14 -3 —288 9 88 8 64 32 1,024 24 576
88 15 -2 —-176 4 80 8 64 24 576 16 256
60 16 -1 —60 1 72 —-12 144 -4 16 8 64
52 17 0 0 0 64 —-12 144 —-12 144 0 0
60 18 1 60 1 56 4 16 -4 16 -8 64
36 19 2 72 4 48 —-12 144 -28 784 —-16 256
56 20 3 168 9 40 16 256 -8 64 —24 576
) —224 832 2,624 1,792

4 The error terms are independent of each other; this means that there is
no autocorrelation. This can be written : cov(e;,¢;) =0 (4.36)

5 The error terms are normally distributed. (4.37)

The third and fourth assumptions will be examined in more detail in appendix B,
in terms of their nature and of the consequences when the assumptions are not
valid.

A.3 Calculations for statistical inference

As stated in section 4.5, there is one procedure which can be performed to
simplify the calculations involved in statistical inference, at least in the example
in Table 4.13 . This is to transform the X variable by taking deviations from the
mean; this involves using a new variable x that is given by (X — X). The advan-
tage of this procedure is that it ensures that > x = 0, by definition. Graphically
this is equivalent to shifting the Y-axis to the right so that it now intersects the
X-axis at the mean of X. The new vertical intercept is now called a’ in order to
distinguish this value from a. This in turn means that the expressions for a and
bin (4.6) and (4.7) can be simplified and transformed as follows:

_ nYxY —¥xYY  ndxY XY
ConEa? — (3x)2 nEIx? N

(4.38)

SY bSx NY o
o =22 X2y (4.39)
n n n

where the regression line is given by:
Y=da+bx

The above transformation is shown graphically in Figure 4.8 and the relevant
calculations to obtain the values of a’ and b are shown in Table 4.13 . Without
such a transformation the calculations necessary for statistical inference
become very tedious without the use of an appropriate computer program.
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<
~<

Figure 4.8. Transformation of X

The last four columns in Table 4.13 are necessary for the calculations related
to R? and analysis of variance, explained in section 4.6.

YY = 448 X =119 Ix=0 XY = —224 Yx2 =28
Y=448/7=64 X =17

al = 64
_EXY_—224_78
ToYx2 . 28

ThusY =64 —-8xorY =64 —8(X—17) =64 — 8X + 136 = 200 — 8X

Therefore we can write the regression line as:
Y =200 - 8X
We can now express the demand equation in terms of sales and price as:
Q =200 - 8P
as in (4.10).
Using the above transformation of X into x, and a similar transformation of
Y into y, the formula for calculating the correlation coefficient becomes:

XY
Vv (Ex25y?)

-224  -224
V(28)(2624) 2711

r =
(4.40)

—0.8264

A4 Consequences of assumptions

There are three main conclusions that we can form from the above assump-
tions. These relate to the standard errors of estimators, the Gauss-Markov
theorem and usefulness of the assumptions in inference.
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a. Standard errors of estimators

First of all, the first four assumptions (the last one is not necessary for this),
enable us to estimate the standard errors of the OLS estimators, a and b. An
estimator refers to a method of estimating a population parameter; it is not to
be confused with an estimate, which is a particular value of an estimator from
a given sample. For example, the value of —8 is the OLS estimate of 5 from the
sample in the previous subsection. The standard error of b, the more important
statistic, is given by:

Tb (4.41)

_ g

= oY
where o represents the standard error of the error term. Because o is again a
population parameter which is unknown, it has to be estimated from sample
data. The estimator of o is often called s, which is referred to as the standard

error of the estimate (SEE) or the residual standard error. It measures the
standard deviation of the Y values about the sample regression line and is given by:

s=/{S(Y-Y)?*/n—2} (4.42)
Now we can use the values in Table 4.13 to calculate the value of's:

s= \/(832/5) =12.90 (4.43)
and

op = 12.90/,/28 = 2.438 (4.44)

b. The Gauss—Markov theorem

The assumptions justify the use of the OLS method. Again on the basis of the
first four assumptions, the Gauss-Markov theorem states that the OLS
estimators are the best linear unbiased estimators (BLUE).

These terms now need to be briefly explained:

1 Linear. This means that the estimators are linear combinations of the vari-
ables X and Y.

2 Unbiased. This means that the estimator is generally ‘on target’; given that
the target is the population parameter, this can be written more formally as:

E(a) =« and Eb)=p

This situation is illustrated in Figure 4.6. For each estimator four sample
lines are shown: estimator 1 is unbiased while estimator 2 is biased since
E(b) < B.

3 Best. The best estimator will not only be unbiased but will also have minimum
variance. This is illustrated in Figure 4.7 where two unbiased estimators are
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compared. Estimator 1 is better because it has less variance and therefore an
estimate from a single sample is more likely to be ‘on target’. Such an
estimator is said to be more efficient.

¢. Usefulness in inference

Having explained why the OLS method is a good method of estimating rela-
tionships, we can now move on to consider how it can be used for statistical
inference. There are two main branches of statistical inference: estimation and
hypothesis testing. Both of these involve using the distributions of the sample
statistics a and b. The fact that a and b have distributions is again illustrated by
Figures 4.6 and 4.7, but to make useful conclusions regarding the character-
istics of these distributions involves using the final assumption (4.37). With
this assumption it can be shown that both a and b are random variables that
will tend to be normally distributed as sample size increases. With smaller
sample sizes they follow the t-distribution.

A.5 Estimation

We have already seen in the earlier subsection how to estimate values of a and
b using the OLS method. However, the estimates that were obtained were
point estimates, i.e. single values; for example, from Table 4.2 the values of
a and b were 200 and —8. It is also useful to have interval estimates. These
involve giving a confidence interval, usually 95 per cent for the estimate. If b is
normally distributed the 95 per cent confidence interval is given by:

b+ 1.960, (4.45)

Since we are often using small samples, this becomes:
b + tA025 Jp (446)

Therefore from Table 4.13 we can calculate a 95 per cent confidence interval
for b as follows:—8 £ 2.571(2.438) = -8 £ 6.27 or from —1.73 to — 14.27.

This should not be interpreted as meaning that we can be 95 per cent sure
that the true value of § will be included in this interval. It means that if we
construct similar intervals repeatedly, 95 per cent of the time they will include
the true value of

A.6 Hypothesis testing

We frequently want to test whether the sample estimate of b is significantly
different from some hypothesized value of 3; this hypothesized value is 0 in
the case where we are testing to see if some independent variable, for example
price, has an effect on the dependent variable, in this case sales. Thus the null
hypothesis in this situation is that §=0. It should be noted that this does not
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mean that we lean towards believing that the hypothesized value is correct,
that is that we believe that price has no effect on sales. The null hypothesis is
established merely for convenience of testing. The alternative hypothesis
depends on our prior belief, as determined by theory; in this case we would
perform a one-tail test, since the alternative hypothesis is that < 0. This
means that we believe that price has a negative effect on sales. We then
compute the t-statistic as:

t=b/oy (4.47)

Thus t=—8/2.438 =—3.282.

This is then compared (in absolute magnitude) with the critical value of t;
this value depends on the level of significance used, whether one is perform-
ing a one-tail or a two-tail test, and the number of degrees of freedom. In
simple regression there are n — 2 degrees of freedom, since it takes more than
two points to give an indication of the error involved (we can always draw a
straight line that goes exactly through two points).

The critical value of t using a 5 per cent level of significance (the most
commonly used level) is 2.015. Since the computed t-statistic is more than
the critical value, we reject the null hypothesis in favour of the alternative
hypothesis. Thus we conclude that price does have a significant negative
effect on sales. If we perform a two-tail test and reject the null hypothesis,
the relevant conclusion in general terms is that the explanatory variable
has a significant effect on the dependent variable. We can perform similar
hypothesis tests on the intercept value, a, but generally we are more
interested in the value of b, since this shows the effect of one variable on
another.

A.7 Confidence intervals for forecasts

There are two kinds of forecast that we may want to make: (a) mean values of'Y;
(b) individual values of Y.

a. Mean values of Y

We may, for example, want to forecast a 95 per cent confidence interval for the
mean sales of all firms charging the price of £18. The standard error of such a
forecast is given by:

SE =s,/(1/n+x /%) (4.48)

Where x, represents the deviation of the value of X that we are forecasting for
(£18) from the mean of X (£17).
Thus the 95 per cent confidence interval is given by:

Yo +tozs s,/ (1/n+ x5 /2x7) (4.49)

where Y is the point forecast.
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Figure 4.9. 95 per cent confidence bands for forecasts.

In our example this gives:

56 +2.571 x 12.90\/(1/7 + 12/28 +1) or 56 + 14.02 units

This equates to the interval from 42 to 70 units.

b. Individual Values of Y

We may, for example, want to forecast a 95 per cent confidence interval for the
sales of a single firm charging the price of £18. This interval is wider because

we have to allow for the variability in the sales of a single firm. The standard
error in this case is given by:

SE =sy/(1/n+x5/5x* + 1) (4.50)

Thus the 95 per cent confidence interval is given by:

Yo+ tozs ,/(1/n+x2/2x% +1) (4.51)

In our example this gives:

56 +2.571 x 12.901/(1/7 +12/28 +1) or 56 + 36.01 units

This equates to the interval from 20 to 92 units.

It should be noted that both types of confidence interval will increase as we
make forecasts that are further away from the mean of X. The implication
here is that we have to be careful when we make forecasts using an X value
that is a long way from the sample mean of X. This situation is illustrated in
Figure 4.9.

Computer software packages will usually produce both types of confidence
interval for forecasts.
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Appendix B: Problems of the OLS model*

Although regression analysis is a powerful tool for investigating demand
and other economic relationships there are various limitations and pro-
blems associated with using it. Some of these problems have already been
touched on.

First, it has to be repeated that statistical techniques cannot replace eco-
nomic theory; they are merely an aid to developing and testing economic
theories. Judgement still has to be used in determining the type of model to
use and a priori theoretical considerations will always be relevant.

Another problem relates to the lack of availability of current data. This is
often a practical problem which investigators face; cross-section data may be
impossible to obtain from different firms and time-series data may no longer
be valid if demand relationships are volatile.

A further problem related to the availability of data is hidden extrapola-
tion. Estimated relationships are only valid within the data range to which
they apply. In simple regression it is easy to see if extrapolation is involved, but
in multiple regression it is much more difficult since as we move within the
range of one variable we may move outside the range of another; thus any
extrapolation is hidden.

We will now concentrate on certain technical problems of the OLS model.

B.1 Specification error

We have already seen that if the model is misspecified, by omitting variables,
the resulting regression coefficients will be biased. In the case of the data in
Table 4.4 we will considerably exaggerate the effect of current price on sales if
we omit the variable for past price. It is therefore important to include all
variables in the model that we think might affect sales, even if we are not
explicitly interested in the individual effects of these variables.

B.2 The identification problem

Economic relationships often involve a system of equations rather than a
single equation. This applies to the demand relationship, which exists in a
simultaneous relationship with supply. In this case there are two equations,
each involving Q and P, but with other non-price variables included as well in
each case; in the demand relationship promotion, income and the price of
related products may be included, while in the supply case we may want to
include the level of wages, prices of raw materials and indirect taxes. Consider
the graph in Figure 4.10:

Observations of price and quantity are made at points A, B and C, so it
appears to the observer that the demand curve is upward-sloping; in reality it
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Price

Quantity sold

Figure 4.10. The identification problem.

is the supply curve that has been estimated, not the demand curve. This would
happen if the demand were continually changing owing to exogenous factors
while supply was stable.

In general it can be shown that an equation can be identified if the number of
exogenous variables excluded from the equation at least equals the number of
endogenous variables included on the righthand side of the equation. Consider
the following two situations:

1 Demand: Q=a+bP
Supply: Q=c+dP+eR R=rainfall
Demand is identified but not supply.

2 Demand: Q=a+bP+cY

Supply: Q=d+eP+fR

Both equations are identified.

It is important to note that it is not possible to reliably estimate equations
statistically unless they are identified, no matter how much data is available.
The identification issue is therefore a separate issue from the issue of estima-
tion (making inferences about a population based on a sample).

The estimates of coefficients obtained using OLS will be biased: this is often
referred to as simultaneous-equations bias. It is possible to overcome this
problem, provided that the demand equation can be identified, by using more
advanced methods like Indirect Least Squares (ILS) and Two-Stage Least Squares
(2SLS); the discussion of these methods is outside the scope of this text.”

B.3 Violation of assumptions regarding the error term

The regression model relies on various assumptions in order to test hypoth-
eses; if these are violated the consequences are often that the estimated
coefficients are no longer BLUE and that statistical inference cannot be per-
formed. The main problems are heteroscedasticity (changing variance) and
autocorrelation (serial correlation between error terms). These problems are
now discussed in turn.
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Figure 4.11. Heteroscedasticity.

a. Heteroscedasticity

In this situation the variance of the error term is changing across observations.
In many cases this variance will increase as the size of an explanatory variable
increases. For example, when sales are related to income, there may be more
variability in sales at higher levels of income. In this case the OLS estimators,
while still unbiased, no longer have minimum variance. As a result the usual
confidence intervals and hypothesis tests are unreliable. The initial detection
of this problem is often from a graphical examination of the residuals. The
resultis shown in Figure 4.11 . It can be seen that as X increases the variance of
Y, seen from the range of Y values for a given X-value, also increases.

Heteroscedasticity can also be detected by certain tests, such as the Glejser
test and the Park test. If such tests do indicate the presence of heteroscedasti-
city, one remedy is to use a variation of OLS, involving a transformation; this is
called Weighted Least Squares, or WLS.*

b. Autocorrelation

This means that the error term of one observation is related to or affected by the
error term of another observation; in other words it is correlated to it. This often
happens in time-series data, when consecutive error terms are positively
correlated. This tends to happen when a variable has some ‘momentum’
related to it, often connected with some kind of feedback loop. For example,
consumer spending is affected by confidence in the economy, which in turn is
affected by spending. However, autocorrelation can also happen with cross-
section data, particularly when a model is misspecified. Consider the demand
graph in Figure 4.12. If the relationship is misspecified as being linear the
residuals will have the pattern shown in the bottom part of the graph, exhibit-
ing autocorrelation. It can now be seen that there are a number of similar
features between autocorrelation and heteroscedasticity. Not only are they
often initially detected by a graphical examination of the residuals, but their
consequences are similar: again the OLS estimators, while still unbiased, no
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Figure 4.12. Autocorrelation.

longer have minimum variance. As a result the usual confidence intervals and
hypothesis tests are unreliable.

A more advanced test for detection is the Durbin-Watson test, although the
results of this may be inconclusive. One possible remedy is another variation
on the OLS method, taking first differences; again the discussion of this
technique is outside the scope of this text.

B.4 Multicollinearity

This refers to the situation where two or more of the independent variables are
highly correlated with each other. This might happen, for example, if the
demand for a group of goods was treated as a function of the overall level of
prices (measured by a price index) and the level of money income. The latter
variable is also a function of the price level. The consequence of multicol-
linearity is that, although the OLS estimators are still BLUE and the model may
fit well with a high R?, the standard errors of the coefficients are large because
it is difficult to disentangle the effects of each variable. With perfect multi-
collinearity this is impossible, no matter how much data is available. In the
above example it is easy to solve the problem by using real income instead of
money income as a regressor. In the example in Table 4.4 we should check to
see if there is a strong correlation between current and past price; in this case
there is not, the R? between these variables being only 39 per cent. Therefore,
multicollinearity is not a problem in this situation.
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In other cases, variables may have to be omitted from the equation. Many
computer programs automatically alert the user to the presence of multicol-
linearity, but the investigator must still determine the best way of dealing with
the problem.

Summary

1 There are several stages involved in demand estimation: stating a hypoth-
esis, model specification, data collection, estimating parameters, checking
goodness of fit, hypothesis testing and forecasting.

2 Statistical models are stochastic in nature while mathematical models are
deterministic.

3 Statistical inference means drawing conclusions from a sample about a whole
population; in practice we are almost always limited to using sample data.

4 In order to make inferences we need to make assumptions about the nature
of the population regression function.

5 On the basis of these assumptions we can conclude that the OLS estimators
are BLUE.

6 We can also make conclusions regarding the distributions of the sample
regression coefficients, which in turn enable us to compute confidence
intervals and test hypotheses.

7 The coefficient of determination, or R?, is a very useful measure of goodness
of fit.

8 Power regression is used to estimate elasticities.

9 Multiple regression is a superior technique to simple regression in most
situations, having a number of advantages.

10 Regression analysis involves certain technical problems, but the wary
investigator can usually detect and overcome these.

Review questions

1 Explain the advantages of using multiple regression compared with simple
regression.

2 Explain the nature of the identification problem, and how it relates to
demand relationships.

3 Explain the nature of dummy variables and their use in regression analysis.

4 Explain the importance of correct model specification.

5 Explain the difference between demand estimation and demand forecasting.

6 What is meant by the price-quality relationship? What are its implications?

7 Explain why lagged variables are useful in analysis.

8 Explain how you would perform an empirical study to investigate the factors
affecting house prices in Kensington, London, using the www.findaproperty.
com site.
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Problems

4.1 AIKON Inc. has recently carried out a survey of the demand for their mobile

phones. They observed the following over the last fifteen months:

Sales (‘00O units) 56 60 68 68 61 70 67 75 72 70 75 78 80 70 76
Price (£) 48 54 48 42 54 40 46 44 42 50 38 42 40 44 46
Advertising (E000) 90 100 110 90 100 90 100 110 100 110 90 100 110 90 110

a. Estimate three appropriate demand curves.

b. Why is it necessary to estimate three different demand curves?

c. Estimate sales when the price is £50 and advertising is £100,000, stating
any assumptions that you need to make.

d. If the firm charges £50 but increases advertising to £110,000, what
conclusions can you derive in terms of revenues and profits?

4.2 The following data show how sales of a product increased over a six-year

period:
Year 1994 1995 1996 1997 1998 1999
Sales (units) 32 47 74 109 163 242

a. Estimate the average rate of growth of sales over the period.
b. How well does the trend pattern fit?

c. Draw a graph of the data and appropriate relationship.

d. Forecast sales in 2000 and 2001, stating any assumptions.

4.3 The following data relate to the sales of a product over an eight-month

period:

Month Jan. Feb. Mar. Apr. May Jun. Jul. Aug.
Sales (units) 56 72 70 65 68 75 66 67
Price (£) 75 65 59 69 69 49 59 59

a. Investigate whether sales are affected more by the level of price or by the
change in price of the product.

b. Interpret the regression coefficient of the explanatory variable.

c. Draw an appropriate graph of the data and relationship.

d. Forecast sales in September if price is £65.
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4.4 KAD has estimated the following demand relationship for its product over
the last four years, using monthly observations:

InQ, = 4.932 — 1.2381InP; + 1.524InY, ; + 0.4865InQ;_;
(2.54) (1.38) (3.65) (2.87)

R? =0.8738

where Q =sales in units, P=price in £, Yis income in £,000, and the numbers
in brackets are t-statistics.

a. Interpret the above model.

b. Make a sales forecast if price is £9, income last month was £25,000 and
sales last month were 2,981 units.

c. Make a sales forecast for the following month if there is no change in
price or income.

d. If price is increased by 5 per cent in general terms, estimate the effect on
sales, stating any assumptions.

Notes

1 D. N. Gujarati, Essentials of Econometrics, 2nd edn, New York: McGraw-Hill, 1999,
pp. 150-151.

2 D. N. Gujarati, Basic Econometrics, 3rd edn, New York: McGraw-Hill, 1995, pp. 209-210.

3 H. C. Huang, ]. ]. Siegfried and F. Zardoshty, ‘The demand for coffee in the United
States, 1963-1977’, Quarterly Review of Economics and Business, 20 (Summer 1980: 36-50.

4 H. S. Houthakker and L. D. Taylor, Consumer Demand in the United States, 2nd edn,
Cambridge, Mass.: Harvard University Press.

5 J. N. Wilkinson, ‘Marketing in the health club industry’, unpublished Ph.D. thesis,
City University, 1996.

6 Gujarati, Essentials of Econometrics, pp. 484-492.

7 Ibid., pp. 359-360.

8 Ibid., pp. 393-394.






PART 11l
PRODUCTION AND COST ANALYSIS

Part III (Chapters 5-7) is concerned with the
analysis of production and cost relationships. A
knowledge of these is fundamental to capacity
planning in the long run, as well as scheduling
and purchasing i n the short run. Managers can
then operate the firm efficiently, manipulating
the use of inputs appropriately. Chapter 5 is con-
cerned with the nature of production relation-
ships between inputs and outputs, which in turn
determine cost relationships with outputs. The
latter are examined in detail in Chapter 6, with a
particular emphasis on the use of cost-volume-
profit analysis. Chapter 7 is concerned with the
estimation of cost relationships, and again makes
use of the statistical methods explained in Chapter
4, while describing the particular problems asso-
ciated with measuring cost relationships. The
results of empirical studies are also discussed.
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Objectives

1 To introduce the concept of production and explain its relevance to man-
agerial decision-making.
2 To explain the meaning and significance of different time frames.
3 To describe the different factors of production and explain the concept of
the production function.
4 To explain the different concepts of efficiency.
5 To explain the concept of an input-output table and its applications to
different time frames and to isoquants.
6 To explain isoquant analysis and its applications in both short-run and
long-run situations.
7 To explain how an optimal combination of inputs can be determined in
both short-run and long-run situations.
8 To explain the parallels between production theory and consumer theory.
9 To describe different forms of production function and their implications.
10 To explain the concept of returns to scale and its relationship to production
functions and empirical studies.
11 To describe and explain relationships between total, average and marginal
product, and the different stages of production.
12 To enable students to apply the relevant concepts to solving managerial
problems.

5.1 Introduction

In the previous chapters we have seen how firms are usually profit-oriented in
terms of their objectives and we have focused on the revenue side of the profit
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equation by examining demand. We now need to examine the other side of the
profit equation by considering costs. However, just as we had to examine
consumer theory in order to understand demand, we must now examine
production theory before we can understand costs and cost relationships. In
doing this we shall see that there are a number of close parallels between
consumer theory and production theory; there is a kind of symmetry between
them. At the end of the chapter we will consider the importance of production
theory for managerial decision-making, the focus of this text.

What is production theory? Essentially it examines the physical relationships
between inputs and outputs. By physical relationships we mean relationships in
terms of the variables in which inputs and outputs are measured: number of
workers, tons of steel, barrels of oil, megawatts of electricity, hectares of land,
number of drilling machines, number of automobiles produced and so on.
Managers are concerned with these relationships because they want to optimize
the production process, in terms of efficiency. Certain important factors are
taken as given here: we are not considering what type of product we should be
producing, or the determination of how much of it we should be producing. The
first question relates to the demand side of the firm’s strategy, while the second
involves a consideration of both demand and cost, which is examined in pricing.
What we are considering is how to produce the product in terms of the implica-
tions of using different input combinations at different levels of output. For
example, we can produce shoes in factories that make extensive use of auto-
matic machinery and skilled labour in terms of machine operators, or we can
produce them in factories employing more labour-intensive methods and
unskilled labour. We cannot say that one method or technology is better or
more efficient than the other unless we have more information regarding the
relationships and costs of the inputs involved.

5.2 Basic terms and definitions

We cannot proceed any further in analysis without defining and explaining
some basic terms that will be used extensively throughout the next three
chapters. One example has already emerged from the discussion in the pre-
vious paragraph, and indeed in previous chapters: the term efficiency. As we
shall see, there are different ways of defining this concept. However, before
moving on to efficiency, there are a number of other terms that need to be
considered.

5.2.1 Factors of production

This term refers to inputs or resources; these terms are used interchangeably in
this text. They refer to anything used in the production and distribution of
goods and services. When economists use the term factors of production
they usually classify them into three, or sometimes four, categories: land,
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labour and capital. Entrepreneurship is sometimes added as a fourth factor.
These terms are not self-explanatory so each is now discussed in turn.

a. Land

Land is really a combination of two different factors. First, there is the area of
land that is needed to produce the good. This may be agricultural land, factory
area, shop space, warehouse space or office space. Second, land relates to all
natural resources, that is anything that comes from the surface of the land,
underneath it or on top of it. Thus we include minerals, crops, wood, and even
water and air, though it may seem strange to refer to these as land.

b. Labour

Labour is the easiest of the factors to understand, the input of labour being
measured in number of workers, or more precisely, in number of hours
worked. Of course, labour is not homogeneous and manual labour is often
divided into unskilled, semi-skilled and skilled categories. Labour also includes
administrative and managerial workers, though some empirical studies have
omitted this important input.’ In practice we may wish to distinguish between
these different categories of labour, especially if we want to evaluate their
different contributions to output, as will be seen.

c. Capital

This term can again be confusing to students. It does not refer to money, or to
capital market instruments; rather it refers to capital goods, that is plant and
machinery. Like labour, this is a highly heterogeneous category, and in practice
we might want to distinguish between different types of capital, again espe-
cially if we want to evaluate their different contributions to output. For exam-
ple, we may want to classify personal computers, photocopying machines,
printers, fax machines and coffee machines separately.

d. Entrepreneurship

Entrepreneurship refers to the ability to identify and exploit market opportu-
nities. It therefore includes two separate functions. This input is often not
considered in economic analysis; it is really more relevant in long-run situa-
tions, and it is notoriously difficult to measure. For one thing it is difficult to
separate entrepreneurship from management; top management should be
concerned with both the functions of entrepreneurship, if they are truly
representing the interests of shareholders.

5.2.2 Production functions

These represent the relationships between inputs and outputs in symbolic or
mathematical form. In general terms we can say that any production function
can be expressed as:

Q =f(X1,X2,X3,...)
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where Q represents output of a product and Xy, X5, X3, ... represent the various
inputs. This function is often expressed as:

Q =f(L,K) (5.1)

where L represents the labour input and K represents the capital input. This is
obviously a considerable oversimplification since not only can there be more
inputs but there can also be more outputs, with a complex relationship
between them. A company like Daimler-Chrysler, for example, uses a huge
variety of different inputs and produces many outputs, some of which are also
inputs. Components like fuel injection units, headlight units, brake discs and
so on are both inputs into the final product of automobiles and, at the same
time, outputs that are sold separately.

The production function in (5.1) does not imply any particular mathe-
matical form. The significance and implications of mathematical form will
be considered in more detail later, but at this stage we can consider some of the
basic variations, assuming the general form in (5.1) with two inputs:

1Q=alL+DbK Linear (5.2)
2Q=al+bK+c Linear plus constant (5.3)
3 Q =al +bK + cLK Linear plus interaction term (5.4)
4 Q = al* +bK? + LK Quadratic (5.5)
5 Q = aLK 4 bL?K + cLK? + dL3K + eLK? Cubic (5.6)
6 Q = alK* Power (5.7)

5.2.3 Fixed factors

These are the factors of production that cannot be changed in the short run.
This does not mean that they cannot be changed at all; they can be changed in
the long run. In practice these factors tend to involve that aspect of land that
relates to area of land, and capital equipment. The nature of these factors will
vary from firm to firm and industry to industry. It also may be physically
possible to change these factors in the short run, for example close down a
factory, but it is not economically feasible because of the high costs involved
(redundancy payments and so on).

5.2.4 Variable factors

These are the converse of the fixed factors, meaning that they are inputs that
can be varied in both short and long run. In practice this applies mainly to that
part of land that relates to raw materials and to labour. Not all labour may be
easily varied however, since salaried staff may have long-term contracts, mak-
ing it difficult to reduce this input. It may be easier to increase it, but even here
job searches can take time, especially for top positions.
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5.2.5 The short run

This is again a term that has a different interpretation in economics from
other aspects of business, including finance. In finance the short run or short
term refers to a period of a year or less. In economics this is not such a useful
definition because it does not permit so many generalizations, bearing in
mind the large differences between firms in terms of their business environ-
ments. It is therefore more useful to define the short run as being the period
during which at least one factor input is fixed while other inputs are variable.
In practice this will vary from firm to firm and industry to industry according
to the circumstances. It also means that a firm might have several short-run
time frames as more and more factors become variable. This tends to be
ignored in analysis since the same general principles apply to any short-run
situation, as long as at least one factor is fixed. Sometimes economists refer
to the ‘very short run’, defined as being the period during which all factors
are fixed. Although output cannot be varied under such circumstances,
different amounts can be supplied onto the market depending on inventory
levels.

5.2.6 The long run

This is the converse of the short run, meaning that it is the period during which
all factors are variable. One can now see that all the last four definitions are
interdependent. It may seem initially that this circularity is a problem and is
not getting us anywhere, but we will see that these definitions permit some
very useful analysis. Some economists also refer to the ‘very long run’, which
they define as being the period during which technology can also change.
However, this is not a frequently used term, perhaps because technology is
changing more quickly now; most economists assume that technology is
changeable in the long run but not in the short run.

5.2.7 Scale

This term refers to scale of production or organization. It relates to the amount
of fixed factors that a firm has. It follows therefore that a firm cannot change its
scale in the short run. A firm’s scale determines its capacity; this can be
defined in various ways, but the simplest is that it refers to the maximum
output that a firm can produce in the short run. It is also sometimes defined as
the output where a firm’s level of average cost starts to rise. This may be easier
to measure, since in practice it is very rare for a firm to produce at maximum
capacity. Producing at maximum capacity is not usually desirable either,
although it might initially seem so, because it is not normally efficient. This
brings us to the next definition.
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5.2.8 Efficiency

It was mentioned at the beginning of this section that efficiency may also be
defined in various ways. The two types that concern us here are technical
efficiency and economic efficiency.

a. Technical efficiency

This means that a firm is producing the maximum output from given quantities
of inputs. Any production function assumes that a firm is operating at techni-
cal efficiency. It follows from this that a given output may be produced in many
ways, each one of which may be technically efficient; in other words, that
output is the maximum output that can be produced from each different
combination of inputs.

b. Economic efficiency

This involves producing a given output at least cost. This usually involves a
unique combination of inputs, the levels of these inputs depending on their
substitutability and complementarity, and also on their prices. While this
aspect is discussed to some extent in this chapter, it is dealt with in more
detail in Chapter 6.

5.2.9 Input-output tables

The relationships between inputs and outputs can be represented in an input-
output or production table. Table 5.1 shows such a table for a cubic function
relating to Viking Shoes, a company that makes trainers. The outputs, measured
in pairs of shoes produced per week, are rounded to the nearest unit.
The specific form of the function used is as follows:

Q = 4IK + 0.1L%K + 0.2LK? — 0.04L3K — 0.02LK* (5.8)

The shaded column relates to the short-run situation where capital input is
held constant at three machines. This is examined in more detail in the next

Table 5.1. Viking Shoes: input-output table for cubic function

Capital input (machines), K

1 2 3 4 5 6 7 8

1 4 9 13 18 23 27 31 35

2 8 17 27 36 45 54 62 70

3 12 26 39 53 67 80® 92 102

Labour input (workers), L 4 16 33 50 68c 85 102 117 131
! 5 18 38 59 80 100" 119 137 153

6 20 42 64 87 110 131 150 167

7 20 43 66 90 113 135 155 171

8 19 41 64 87 110 131 149 164
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section. In the long run, any combination of inputs is feasible, and it is again

assumed in the production function (and the table derived from it) that tech-
nical efficiency is achieved.

5.3 The short run

In the short run we have seen that at least one factor is fixed. The following
analysis assumes a two-factor situation, involving labour and capital, where
one factor, capital, is fixed. It is relatively easy to generalize the analysis to
apply to situations where there is more than one of either type of factor.

5.3.1 Production functions and marginal product

In the previous section it was stated that the production function may take
various mathematical forms. As we have seen in Chapter 3 the mathematical
form of a function is important because it indicates the way in which the
explanatory variables affect the dependent variable; these effects can be seen
in particular in terms of the marginal effect and the elasticity. We can now
examine these effects as they relate to the various forms of production function
described in (5.2) to (5.7). First we need to explain more precisely the economic
interpretation of marginal effects in the context of production theory.

A marginal effect is given mathematically by a derivative, or, more precisely
in the case of the two-input production function, a partial derivative (obtained
by differentiating the production function with respect to one variable, while
keeping other variables constant). The economic interpretation of this is a
marginal product. The marginal product of labour is the additional output
resulting from using one more unit of labour, while holding the capital input
constant. Likewise the marginal product of capital is the additional output
resulting from using one more unit of capital, while holding the labour input
constant. These marginal products can thus be expressed mathematically in
terms of the following partial derivatives:

MPL = 8Q/3L and MPK = 8Q/8K

Expressions for marginal product can now be derived for each of the mathe-
matical forms (5.2) to (5.7). These are shown in Table 5.2, in terms of the

Table 5.2. Production functions and marginal product

Production function Marginal product (of labour)
Q=al +bK a

Q=al +bK+c a

Q=al +bK +cLK a+cK

Q=al?+bK>+cLK 2al +cK

Q=alK+bL?K + cLK* + dL*K +eLK® aK + 2bLK + cK? + 3dL?K + eK®

Q=al’k* abL® k¢
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marginal product of labour. The marginal product of capital will have the same
general form because of the symmetry of the functions.

The linear production function has constant marginal product, meaning that
the marginal product is not affected by the level of either the labour or the capital
input. This is not normally a realistic situation and such functions, in spite of
their simplicity, are not frequently used. The linear form with an interaction
term is more realistic, since the marginal product depends on the level of capital
input, but the quadratic function is normally preferable to any linear function
since it shows marginal product as depending on the level of both labour and
capital inputs. The value of a would normally be negative (and ¢ positive), mean-
ing that marginal product is declining (linearly) as the labour input increases,
because of the law of diminishing returns, which is explained later in this section.

However, the last two production functions are the ones most commonly
used in practice as being the most realistic. In both cases, marginal product
depends on the level of both labour and capital inputs. The cubic function
involves marginal product increasing at first and then declining (a quadratic
function, with b positive and d negative). The power function, often referred to
as the Cobb-Douglas function, has declining marginal product at all levels
of input (assuming b is less than 1), but the decline is increasing as the input
increases. This is generally more realistic than the linear decline associated
with the quadratic model.

The main advantage of this last model, the Cobb-Douglas function, is that it
involves constant elasticities. The elasticities in this case represent output
elasticities; the coefficient b refers to the elasticity of output with respect to
labour. It means that every 1 per cent increase in labour input will increase
output by b per cent, assuming that the capital input is held constant. A similar
interpretation applies to the coefficient c.

Apart from marginal effects and elasticities, one other important economic
interpretation can be derived from the mathematical form of the production
function. This relates to the concept of returns to scale. The interpretation of
this aspect will be considered in the next section, since it relates to the long run.

5.3.2 Derivation of the short-run input-output table

In the long-run situation considered in the previous section the production
function that was used to generate the input-output table in Table 5.1 was a
cubic. Let us assume that Viking’s capital input is fixed at three machines. We
can now compute the short-run production function by substituting the value
of K=3 into the cubic function given by expression (5.8):

Q = 4IK + 0.1L%K + 0.2LK* — 0.04L°K — 0.02LK>
This gives the following cubic form for the short-run production function:

Q =13.26L + 0.31* — 0.12I° (5.9)
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Table 5.3. Viking Shoes: effects on output of adding more variable input

Labour input, L Total output, Q Marginal product, MP  Average product, AP

0 0 -
13
1 13 13
14
2 27 135
12
3 39 13
11
4 50 125
9
5 59 11.8
5
6 64 10.7
2
7 66 9.4
-2
8 64 8

This can then be used to compute the input-output table for the short run,
which is given by the shaded column in Table 5.1. As before, these outputs are
rounded to the nearest unit. This table can now be augmented with further
information; as well as measuring total output or product we can also record
marginal product (MP) and average product (AP). These can either be computed
from the output column or by deriving their mathematical functions, as
follows:

MP = 9Q /L = 13.26 + 0.6L — 0.361> (5.10)

AP = Q/L = 13.26 + 0.3L — 0.12L* (5.11)

In Table 5.3 the values of MP and AP are computed from the output column
for ease of comparison. Two things should be noted regarding this table:

1 The values of MP should correspond to mid-values of L. This is because the
marginal product is associated with the increase in labour input. Thus when
labour is increased from two to three workers, for example, the resulting MP
of 12 units corresponds to L =2.5. This is important for computing the
correct values of MP from function (5.10). In this case:

MP = 13.26 + 0.6(2.5) — 0.36(2.5)* = 12.51

The same principle also applies to graphing MP, as seen in Figure 5.1.

2 The values of MP are given to the nearest unit since they are computed from
the total output column. They may therefore not correspond exactly to the
values obtained by using function (5.10) because of rounding errors. This
does not apply to AP, where fractions are given.



Production theory

Total output, TP

= DD W b g o N
O O O O O O O o
! | | ! ! ! )

2 4 6 8 10
Labour (number of workers)

o

AP

MP

-5 ‘ T ‘ ‘
0 2 4 6 8 10

Labour (number of workers)

Figure 5.1. Viking Shoes: total, marginal and average product.

5.3.3 Increasing and diminishing returns

It can be seen from Table 5.3 that marginal product increases for up to two
workers, but when more than two workers are used in combination with the
fixed capital input of three machines the marginal product starts to fall. This
now needs to be explained.

a. Increasing returns

When the variable input is very low the fixed input, in this case capital, is
underutilized; thus one worker cannot use the three machines very efficiently,
because he has to do everything himself. When another worker is employed
they are able to use the principle of the division of labour and specialize in
performing different jobs. This increases productivity. As more workers are
employed the scope for this increased specialization is reduced, the advan-
tages depending on the amount of capital input and the technology used.

b. Diminishing returns

The law of diminishing returns is one of the most important foundations of
neoclassical economic theory. It states that when additional units of a variable
factor are combined with a fixed amount of another factor(s) the additions to
total output, in other words the marginal product, will eventually decline. We
have already come across two different applications of this principle: in Chapter 2
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the concept of diminishing returns to managerial effort was introduced, and in
Chapter 3 the law of diminishing marginal utility was explained. In the first
case the fixed factor was the resources of the firm and in the second case the
fixed factor was the time frame for consumption. In Table 5.3 the fixed factoris
the amount of capital available, three machines. Given that fixed input, and
the technology in use, the marginal product of the third worker starts to
decline. At this point the fixed factor is becoming overutilized; the workers
are beginning to get in each other’s way, maybe waiting to use one of the
machines. This effect becomes more serious as even more workers are added
and marginal output continues to decline, even though total output continues
to increase until seven workers are used. When an eighth worker is added the
fixed factor becomes so overutilized and workers so crowded together that
total output starts to fall; the marginal product now becomes negative.

It must be emphasized that the word eventually is important. The law of
diminishing returns does not indicate when marginal product will begin to
decline. If more of the fixed factor is used, more of the variable factor may also
be used in combination with it before the law takes effect, depending on the
mathematical form of the production function.

5.3.4 Relationships between total, marginal and average product

Some aspects of these relationships have already been examined in the previous
section, but at this point a graphical illustration is helpful. This is given in Figures
5.1 and 5.2. Figure 5.1 is based on the values in Table 5.3 and thus shows the
specific pattern for total output, marginal product and average product for
Viking Shoes, using the cubic production function in (5.8) and (5.9). Figure 5.2
is more general. It again relates to a cubic form, but not to any specific values; it is
shown in order to illustrate various relationships between variable input and
total product, marginal product and average product. Figure 5.2 also shows the
three stages of the production function, which now need to be explained.

a. Cubic production functions

Three points on the production function or total product (TP) curve in Figure 5.2
need to be examined: A, B and C.

PointA. Itcanbe seenin Figure 5.2 that the TP curve is convex (to the horizontal
axis) from the origin to point A. As more of the variable input is used the curve
now becomes concave, meaning that the slope is decreasing. The slope of the TP
curve is given by 0QJJL, and this represents the marginal product (MP). Thus the
MP is at a maximum at point A, corresponding to the level of input L,.

Point B. The slope of the line, or ray, from the origin to the TP curve is given
by Q/L and this represents the average product (AP). This slope is at a maximum
when the line from the origin is tangential to the TP curve, at point B. This
corresponds to the level of input L,. It can also be seen that this occurs when AP
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Figure 5.2. Graphical relationships between TP, MP and AP.

and MP are equal. This relationship between AP and MP is important and is
paralleled in cost relationships, as we shall see in the next chapter; it therefore
needs some explanation. This is most easily done with an analogy to which
students can readily relate.

Many students receive a succession of grades or marks on a particular
course, assuming continuous assessment is used. It does not matter whether
these grades or marks are alphabetical or numerical; they still represent a
score. As the course continues, students can compute their average score up to
that point. If they wish to improve their average score, their next score, which
we can think of as their marginal score, must exceed their existing average.
Thus when MP is above AP, AP must be rising (up to input level L,). If the
student’s marginal score is less than their average this will pull their average
down. Thus when MP is below AP, AP must be falling (above input level L,). If
the marginal score is the same as their average, the average will remain
unchanged. Thus when AP and MP are equal, AP remains unchanged and
must therefore be a maximum (it is no longer rising and is about to fall).

Point C. The TP curve reaches a peak or maximum at point C; this means that
the slope is 0 and therefore MP is 0. This corresponds to the level of input L.
Above this level of input TP declines and MP becomes negative.
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Now that the most important levels of input have been examined we can
explain the three different stages of the production function:

Stage I. This corresponds to the input range between zero and L,, where AP
reaches a maximum.

Stage II. This corresponds to the input range between L, and L3, where AP is
falling but TP is still rising, meaning that MP is still positive.

Stage III. This corresponds to the input range beyond L3z, where TP is falling,
meaning that MP is negative.

The significance of these different stages is that a firm that is operating with
economic efficiency will never produce in the stage IIl region. This is because it
is possible to produce the same total output with less of the variable input and
therefore less cost. It will be shown in Chapter 8 that, if it is operating in a
perfectly competitive environment, the firm should produce in the stage II
region in order to maximize profit. Under different demand conditions it is
possible for the profit-maximizing output to be in the stage I region.

b. Cobb-Douglas production functions

The shapes of curve shown in Figure 5.2 relate specifically to cubic functions,
since these are often found in practice, for reasons explained in the subsection on
increasing and diminishing returns. However, the shapes of curve for TP, MP and
AP are different for the Cobb-Douglas production function, another function that
is found in empirical studies. This function has the form given by (5.7), that is:

Q = al’K¢

Since the output elasticities with respect to labour and capital are both positive
the TP curve is a continually increasing function.
It was seen in Table 5.2 that the MP for this function is given by:

MP = abLP~'K* (5.12)
and:
AP = Q /L = al’'K® (5.13)

Ifitis assumed that the output elasticity with respect to labour (b) is less than 1,
it can be seen from these expressions that both MP and AP are continually
decreasing functions, and that MP will be below AP. The relevant curves in this
case are shown in Figure 5.3.

5.3.5 Determining the optimal use of the variable input

Assuming that the capital input, or indeed any input in general terms, is fixed,
a firm can determine the optimal amount of the variable input to employ if it
uses information relating to product prices and factor costs. This involves an
explanation of the concepts of marginal revenue product (MRP) and mar-
ginal factor cost (MFC).
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Figure 5.3. Graphical relationships for Cobb-Douglas production functions.

a. Marginal revenue product

This is defined as the addition to total revenue from using an additional unit of
the variable factor, or:

MRP; = AR/AL or R /6L (5.14)

assuming that labour is the variable input. This change in total revenue will
equal the marginal product of labour times the marginal revenue from selling
the additional units of output:

MRP; = (MP;)(MRy) (5.15)

The marginal revenue from additional units will be constant if the firm is
operating under the conditions of perfect competition, examined in detail in
Chapter 8. Let us assume that the selling price for Viking shoes is £75. We can
now incorporate this information in Table 5.4 in computing MRP;.

b. Marginal factor cost

This is defined as the addition to total cost from using an additional unit of the
variable factor, or:

MFC; = AC/AL or dC/dL (5.16)

Let us assume that the cost of labour is £400 per week. It is also assumed that
the firm is operating in a perfectly competitive labour market, meaning that it
can employ as many workers as it wants at this going market price. Thus the
MEFC; is constant at all input, and therefore output, levels.
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Table 5.4. Viking shoes: marginal revenue product and marginal factor cost

Labour Total Marginal Total Total Total
input, L output, Q@  product, revenue, labour cost, profit,
(number (pairs of MPy(shoes TR=PxQ TLC=LxMFC, II=TR-TC MRP, MFC,
of workers)  shoes) per worker)  (E) (£) (£) (3] (£)
0 0 0 0 —1500
13 975 400
1 13 975 400 —925
14 1,050 400
2 27 2,025 800 —275
12 900 400
3 39 2,925 1,200 225
11 825 400
4 50 3,750 1,600 650
9 675 400
5 59 4,425 2,000 925
5 375 400
6 64 4,800 2,400 900
2 150 400
7 66 4,950 2,800 650
-2 —150 400
8 64 4,800 3,200 100

¢. Profit maximization

We can now combine the information relating to marginal revenue product and
marginal factor cost to determine the profitmaximizing level of use of the
variable factor. This will be achieved by expanding the operation as long as
the marginal benefits exceed the marginal costs; thus the optimal level of input
use is given by the condition:

MRP; = MFC, (5.17)

It can be seen from Table 5.4 that this occurs when the labour input is five
workers. Up to this level MRP; > MFC;, meaning that the additional workers are
adding more to revenue than to costs. If more workers are added beyond this
level MRP; < MFC;, the marginal revenue product of the sixth worker is only
£375 whereas the marginal factor cost is £400. Thus profit is reduced from £925
to £900. It should be noted that the profit is calculated by subtracting the total
cost from total revenue, where the total cost equals the total labour cost plus the
cost of using the capital input, assumed in this case to be £1,500 (three machines
at £500 each). The profit function can also be expressed mathematically:

II=R-C=PQ —C=75(13.26L + 0.3L* — 0.12L*) — (1500 + 400L)
IT = —1500 + 594.5L + 22.5L* — 9L*
(5.18)
The situation is illustrated graphically in Figure 5.4. If the mathematical

approach is used, the optimal value of L can be calculated by differentiating
the profit function with respect to L and setting the derivative equal to zero.
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Figure 5.4. Viking Shoes: marginal revenue product and marginal factor cost.

din
dL
This expression requires solving a quadratic equation. The reader may recall
that for the general equation ax® + bx +c =0, the solutions for x are given by:

. —b £ /(b? — 4ac)
- 2a

=594.5+45L —27[> =0

ThusL = —45 + —W = 5.60 (the other solution is negative).

Now that the relevant principles have been discussed as far as the short run
is concerned we can turn our attention to a couple of case studies that examine
the relevance and application of the law of diminishing returns in real-life

situations.

Case study 5.1: Microsoft — increasing or diminishing returns?

In some industries, securing the adoption of an
industry standard that is favourable to one’s own
product is an enormous advantage. It can involve
marketing efforts that grow more productive the
larger the product’s market share. Microsoft's
Windows is an excellent example.” The more
customers adopt Windows, the more applications
are introduced by independent software developers,
and the more applications that are introduced the
greater the chance for further adoptions. With other
products the market can quickly exhibit diminishing
returns to promotional expenditure, as it becomes
saturated. However, with the adoption of new
industry standards, or a new technology, increasing
returns can persist.” Microsoft is therefore willing to
spend huge amounts on promotion and marketing to

gain this advantage and dominate the industry. Many
would claim that this is a restrictive practice, and that
this has justified the recent anti-trust suit against the
company. The competitive aspects of this situation
will be examined in Chapter 12, but at this point
there is another side to the situation regarding
returns that should be considered.

Microsoft introduced Office 2000, a program that
includes Word, Excel, PowerPoint and Access, to
general retail customers in December 1999. It
represented a considerable advance over the
previous package, Office 97, by allowing much more
interaction with the Internet. It also allows easier
collaborative work for firms using an intranet. Thus
many larger firms have been willing to buy upgrades
and pay the price of around $230.
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However, there is limited scope for users to take
advantage of these improvements. Office 97 was
already so full of features that most customers could
not begin to exhaust its possibilities. It has been
estimated that with Word 97 even adventurous users
were unlikely to use more than a quarter of all its
capabilities. In this respect Microsoft is a victim of the
law of diminishing returns.” Smaller businesses and
home users may not be too impressed with the
further capabilities of Office 2000. Given the
enormous costs of developing upgrades to the
package, the question is where does Microsoft go
from here. It is speculated that the next version,
Office 2003, may incorporate a speech-recognition
program, making keyboard and mouse redundant. At
the moment such programs require a considerable

Case study 5.2: State spending

A particularly controversial example of the law of
diminishing returns is in the area of state, or public,
spending. Some recent studies indicate that
diminishing returns have been very much in
evidence in developed countries in recent
decades, with returns even being negative in some
cases. An example is the IMF paper by Tanzi and
Schuknecht,” which examined the growth in

public spending in industrial economies over the
past 125 years and assessed its social and economic
benefits.

At the beginning of this period, 1870,
governments confined themselves to a limited
number of activities, such as defence and law and
order. Public spending was only an average of 8% of
GDP in these countries at this time. The higher taxes
that were introduced to pay for the First World War
allowed governments to maintain higher spending
afterwards. Public spending rose to an average of
15% of GDP by 1920. This spending increased again
in the years after 1932 in the surge of welfare
spending to combat the Great Depression. By 1937
the average for industrial countries had reached
nearly 21% of GDP.

The three decades after the Second World War
witnessed the largest increase in public spending,
mainly reflecting the expansion of the welfare state.
By 1980 the proportion of GDP accounted for by state
spending was 43% in industrial countries, and by
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investment in time and effort from the user to train
the computer to interpret their commands
accurately, as well as the considerable investment by
the software producer in developing the package.

Questions

1 Is it possible for a firm to experience both
increasing and diminishing returns at the same
time?

2 What other firms, in other industries, might be in
similar situations to Microsoft, and in what respects?

3 What is the nature of the fixed factor that is causing
the law of diminishing returns in Microsoft's case?

4 Are there any ways in which Microsoft can reduce
the undesirable effects of the law of diminishing
returns?

1994 this had risen to 47%. By this time there were
large variations between countries: the EU average
was 52%, in the UK it was 43%, in the USA 33%. In
the newly industrializing countries (NICs) the
average was only 18%. These variations over time
and area allow some interesting comparisons
regarding the benefits of additional spending.

Tanzi and Schuknecht found that before 1960
increased public spending was associated with
considerable improvements in social welfare, such as
in infant-mortality rates, life expectancy, equality and
schooling. However, since then, further increases in
public spending have delivered much smaller social
gains, and those countries where spending has risen
most have not performed any better in social or
economic terms than those whose spending has
increased least. In the higher-spending countries
there is much evidence of ‘revenue churning’: this
means that money taken from people in taxes is
often returned to the same people in terms of
benefits. Thus middle-income families may find their
taxes returned to them in child benefits. Furthermore,
in many of those countries with the lowest increase
in public spending since 1960, efficiency and
innovation appear to be greater; they have lower
unemployment and a higher level of registered
patents.

Another study found a similar pattern in Canada
specifically.® In the 1960s public spending, at modest



levels, helped the development of Atlantic Canada.
Most of the money went into genuinely needed
roads, education and other infrastructure. Later large
increases in spending not only had a smaller effect,
but in general had a negative effect. For example,
generous unemployment insurance reduced the
supply of labour and impeded private investment.
Subsidized industries, like coal, steel and fishing,
involved using labour that could have been
employed in more productive areas, as well as in the
last case decimating the cod stocks. Even the roads
eventually deteriorated, as local politicians had little
incentive to spend public funds wisely, and voters felt
unable to discipline them.

5.4 The long run
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Questions

1 In what areas of public spending do there appear
to be increasing returns?

2 In what areas of public spending do there appear
to be diminishing or negative returns?

3 Explain the difference between diminishing and
negative returns in the context of public spending,
giving examples.

4 Explain what is meant by ‘revenue churning’, giving
examples.

5 Why do local politicians have little incentive to
spend public money wisely?

6 Isit possible to talk about an optimal level of public
spending? How might this level be determined?

The analysis so far has assumed that at least one factor is fixed, and in the
example of Viking Shoes this factor has been capital, being fixed at three
machines. We now need to consider the situation where the firm can vary
both of its inputs. This means that we need to examine the input-output data
in Table 5.1 in more general terms, with both factors being considered as
variable. The data in Table 5.1 can also be represented in a three-dimensional
graph, but these are generally not very useful for analytical purposes. In order to
proceed with any analysis it is necessary to introduce the concept of isoquants.

5.4.1 Isoquants

An isoquant is a curve that shows various input combinations that yield the
same total quantity of output. It is assumed that the output involved is the
maximum that can be produced from those combinations of inputs. Thus the
position or equation of an isoquant can be derived from the production func-
tion. It corresponds to the concept of an indifference curve in consumer
theory, and has analogous properties. For example we can talk of an isoquant
map, where each curve represents a greater quantity of output as one moves

further away from the origin.

The three main properties that isoquants have in common with indiffer-

ence curves are:

1 Negative slope. This is because the inputs are usually assumed to be substitu-
table for each other; if a firm uses more of one input it needs less of another.
2 Convexity. This means that their slope is decreasing from left to right; the
reason for this relates to the properties of the marginal rate of technical

substitution, explained shortly.
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Capital input 5
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4

3 5
Labour input (workers)

Figure 5.5. Viking Shoes: isoquant map.

3 Non-intersection. It is technically possible for isoquants to intersect, as will be
seen in the next section, but this will not occur in the economically feasible
range of output. If curves intersect it means that a certain output is being
produced using more of both inputs, and this is obviously not efficient in
economic terms.

Figure 5.5 shows an isoquant map, based on the data in Table 5.1. Points A, B
and C correspond to the values indicated in the table. Thus it can be seen that
the output of 80 units can be achieved by using either six machines and three
workers (point B) or four machines and five workers (point C). On the other
hand, in order to produce 100 units of output it is necessary to use five
machines and five workers (point A), though other combinations (involving
fractions of inputs) can also produce the same output. It should be noted that
the isoquant for the output of 100 units starts to curve upwards as more than
seven workers are used; this is because it is not possible to produce 100 units
with less than five machines. The maximum output from using only four
machines is 90 units, no matter how much labour is used.

5.4.2 The marginal rate of technical substitution

The marginal rate of technical substitution (MRTS) is a measure of the degree of
substitutability between two inputs. More specifically, the MRTS of X for Y
corresponds to the rate at which one input (X) can be substituted for another (Y),
while maintaining total output constant. It is shown by the absolute value of
the slope of the isoquant; thus in moving from point B to point C the MRTS is 1,
meaning that if two more workers are used we can give up two machines and
still produce 80 units of output. The slope of the isoquant is decreasing in
absolute magnitude from left to right. This means that as more and more
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labour is used to produce a given output, the less easily the capital input can be
substituted for it. The reason for this is the occurrence of the law of dimin-
ishing returns, explained in the previous section. Thus as more labour is used
and less capital, the marginal product of additional labour falls and the mar-
ginal product of the capital lost increases. Relating this to Viking Shoes, it
means that as less and less machinery is used it becomes harder to produce a
given output with increasing amounts of labour.

At this stage another parallel with consumer theory can be seen: in that case
the slope of the indifference curve was shown by the marginal rate of substitu-
tion (MRS). This was also decreasing in absolute magnitude from left to right,
because of the law of diminishing marginal utility.

It was also seen that the MRS was given by the ratio of the marginal utilities
of the two products. It should not be too difficult for the reader to draw another
parallel at this point: the MRTS is given by the ratio of the marginal products of
the two inputs. The mathematical proof of this is analogous to the one relating
to the MRS.

When the firm moves from point B to point C it gains output from using
more labour, given by AL x MP;, and it loses output from using less capital, given
by AK x MPg. Since the points are on the same isoquant and therefore must
involve the same total output, the gains must equal the losses, thus:

AL x MPL = AK x MPK

Since the slope of the isoquant is given by AK/AL, we can now express the
absolute magnitude of the slope as:

AK/AL = MP; /MPx (5.19)

There are two extreme cases of input substitutability. Zero substitutability
occurs when the inputs are used in fixed proportions, for example when a
machine requires two workers to operate it and cannot be operated with more
or less than this number of workers. Isoquants in this case are L-shaped,
meaning that the MRTS is either zero or infinity. Perfect substitutability is
the opposite extreme, resulting in linear isoquants; this means that the MRTS is
constant. It also implies that output can be produced using entirely one input
or the other. These extremes are shown in Figure 5.6.

5.4.3 Returns to scale

We frequently want to analyse the effects on output of an increase in the scale
of production. An increase in scale involves a proportionate increase in all
the inputs of the firm. The resulting proportionate increase in output deter-
mines the physical returns to scale for the firm. Two points need to be
explained before moving on to the description and measurement of returns to
scale:
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L L
Zero substitutability Perfect substitutability

Figure 5.6. Extreme cases of input substitutability.

1 Proportionate increase in all the inputs. It is always assumed in referring to
returns to scale that all inputs increase by the same proportion. This is not
necessarily optimal for the firm in terms of economic efficiency. If inputs
increase by different proportions we have to talk about returns to outlay
(measured in money terms).

2 Physical returns to scale. Returns to scale can be described in physical terms or
in money terms, as will become clear in the next chapter. The two meanings
do not necessarily coincide; for example, it is possible for a firm to experi-
ence constant physical returns to scale yet have increasing returns to scale in
money terms (better known as economies of scale).

a. Types of returns to scale

Returns to scale, in physical or money terms, can be of three types. The
following are the three types of physical return:

1 Constant returns to scale (CRTS). This refers to the situation where an increase in
inputs results in an exactly proportional increase in output.

2 Increasing returns to scale (IRTS). This refers to the situation where an increase
in inputs results in a more-than-proportional increase in output.

3 Decreasing returns to scale (DRTS). This refers to the situation where an increase
in inputs results in a less-than-proportional increase in output.

The reasons for these different returns to scale will be considered in the next
chapter, when they are compared with the monetary aspects of returns to
scale. We can, however, use Table 5.1 to examine these different possibilities
from the standpoint of quantitative measurement. The easiest way to do this is
by examining the numbers in the leading diagonal. When inputs are increased
from one worker/one machine to two workers/two machines this represents a
doubling of inputs; however, output increases from 4 to 17 units, an increase
of more than fourfold. Thus this situation involves, IRTS. If inputs increase
from two of each factor to three of each factor this is an increase of 50 per cent;
output increases from 17 to 39 units, over 100 per cent. Thus there are still
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IRTS. This situation continues until seven units of each input are used; when
each input is increased to eight units this represents an increase of about
14 per cent, while output increases from 155 to 164 units, an increase of less
than 6 per cent. Thus there are now DRTS.

Generalizing from this we can conclude that with a cubic production func-
tion the returns to scale are not the same at all levels of scale or output. The
type or pattern of returns to scale will obviously depend on the nature of the
mathematical form of the production function. In order to understand this
more clearly we need to consider the concept of a homogeneous produc-
tion function.

b. Homogeneous production functions*

These functions are useful for modelling production situations because of
their mathematical properties. If the inputs in a function are multiplied by
any constant A and if this constant can then be factored out of the function
then the production function is said to be homogeneous. This can be explained
more precisely in mathematical terms by stating that a production function is
said to be homogeneous of degree n if:

FOL, 2K) = A"f(L,K) (5.20)

If the degree of homogeneity is equal to 1 then the production function is said
to be linearly homogeneous. The degree of homogeneity indicates the type
of returns to scale:

if n =1 there are CRTS

if n > 1 there are IRTS

if n <1 there are DRTS.
These concepts now need to be applied to particular forms of production
function. Let us take the simple linear form in (5.2) first:
Q =al +bK
When each input is multiplied by 4, output is given by:
a(AL) + b(AK) = A(aL + bK)

Thus 7 can be factored out of the function and the function is linearly homo-
geneous. This means that linear production functions like (5.2) feature con-
stant returns to scale at all levels of output. This is not true for the linear
function with a constant term in (5.3); this is not a homogeneous function. Nor
is the linear function with an interaction term in (5.4).

Now let us consider the quadratic function in (5.5):

Q = al?® + bK? + LK
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When inputs are multiplied by A, output is given by:
a(AL)* + b(AK)* 4 c(AL)(AK) = A% (aL? + bK? + (LK)

The quadratic function is also homogeneous, but of the second degree; there-
fore, there are increasing returns to scale in this case.
Let us now consider the cubic function in (5.6):

Q = alK + bL*K + cLK? + dL3K + eLK®

This function is not homogeneous since the first term will be multiplied by /2,
the next two terms will be multiplied by 4> and the last two terms will be
multiplied by /*. Since the first three terms are generally positive while the last
two are negative we cannot say anything about the type of returns to scale in
general. As we have already seen with the cubic function in (5.8), there are
increasing returns to scale to begin with and then decreasing returns.

¢. Cobb-Douglas production functions
Finally let us consider the Cobb-Douglas production function in (5.7):

Q = al’K*
When inputs are both increased by A, the resulting output is given by:
a(AL)’(AK)® = AP+ (al’Ke)

Thus this type of production function featuring constant output elasticities is
homogeneous of order (b + ). This in turn tells us about the type of returns to
scale that will occur; any increase in inputs of 1 per cent will increase output by
(b + c) per cent:

1 Ifb+ c=1there are CRTS: a 1 per cent increase in inputs will increase output
by 1 per cent.

2 If b+ c> 1 there are IRTS: a 1 per cent increase in inputs will increase output
by > 1 per cent.

3 Ifb+ c < 1there are DRTS: a 1 per cent increase in inputs will increase output
by < 1 per cent.

Cobb-Douglas production functions are very useful in practice because of
the information they reveal regarding the type of returns to scale in a firm
or industry. Empirical findings relating to this aspect will be discussed in
Chapter 7, because of their implications regarding costs.

5.4.4 Determining the optimal combination of inputs

The isoquants that were considered in the previous analysis all assume that the
firm is producing with technical efficiency, which, as we have seen, means
that the outputs involved are assumed to be the maximum that could be
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produced from the combinations of inputs employed. However, for each iso-
quant there is only one combination of inputs that is economically efficient,
meaning minimizing cost, given a set of input prices. The determination of
this input combination requires information regarding both the production
function, determining the relevant isoquant, and the prices of the inputs
employed. This involves moving into aspects of cost analysis, the subject of
the next chapter, but there is a difference of perspective. At this point it is
assumed that there is a target level of output that is given. The next chapter
focuses more on relationships between costs and output where output is
treated as a variable.

a. Isocost lines

The prices of the inputs can be used to compute an isocost line. This line
shows the different combinations of inputs that can be employed given a
certain level of cost outlay. We can now see that an isocost line corresponds
to the concept of a budget line in consumer theory. Thus the slope of the
isocost line is given by the ratio of the input prices, P;/Pg. Likewise we can
derive the firm’s optimal position in the same way that we derived the con-
sumer’s optimal position.

Let us at this point review the concept of the consumer’s optimal position
or equilibrium, since it will shed light on the similarities of, and differences
between, the optimization procedures involved. In consumer theory the objec-
tive was to maximize total utility subject to a budget constraint. The objective
that we are now considering in production theory is to minimize cost subject
to an output constraint, meaning that we have to produce a certain output.
This is called the dual of the problem in consumer theory; this corresponds to
a kind of mirror image. The differences are as follows:

1 The objective is one of minimization rather than maximization.

2 The isoquants represent maximum outputs that are constraints in produc-
tion theory, whereas indifference curves represent utilities that are to be
maximized in consumer theory.

3 Isocost lines represent costs that are to be minimized in production theory,
whereas budget lines represent budgets that are constraints in consumer
theory.

In spite of dealing with the ‘mirror image’ of the problem in consumer
theory we can essentially use the same technique of analysis. This can be seen
in the graph in Figure 5.7. The optimal point is where the isoquant is tangential
to the lowest isocost curve. This is the ‘mirror image’ of the optimal point in
consumer theory, where the budget line is tangential to the highest indiffer-
ence curve.

It is assumed in the example of Viking Shoes that labour costs £400 per
worker per week and capital costs £500 per machine per week. The isocost line
C, represents a total cost of £3,000 per week, C, represents £4,000 per week
and Cj represents £5,000 per week. It can be seen from the graph that the
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Figure 5.7. Viking Shoes: determining the optimal combination of inputs.

minimum cost to produce an output of 80 units is £4,000, shown by point C,
and that the input combination required is five workers and four machines.
Other combinations of inputs required to produce the same output would cost
more than £4,000; for example, the combination at point B, three workers and
six machines, costs £4,200.

b. Conditions for cost minimization

The cost minimization problem can be examined in more general terms. We
have just seen that the condition for optimality is that the isoquant is tangen-
tial to the lowest isocost curve. Thus we can equate the slopes of the two
curves. The slope of the isoquant is given by the marginal rate of technical
substitution, which we have also seen to be given by the ratios of the marginal
products, MP;/MP,. The isocost line has the equation:

where P; and Py represent the prices of labour and capital. The slope of this
line, in absolute terms, is given by the ratio of the input prices, P; [ Px.
Thus:

MPL/MPK :PL/PK, or MPL/PL = MPK/PK (5.22)

This means that a firm should produce using the combination of inputs such
that the ratio of the marginal product of each input to its own price is equal
across the last units employed of all inputs. This principle can be generalized to
apply to any number of inputs. It is analogous to the principle in consumer
theory that a consumer should spend so that the marginal utility of the last
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unit of money spent on each product is the same. This was expressed mathe-
matically in (3.14) as:

MUy /Px = MUy /Py

¢. Dual nature of the optimization problem

It has already been indicated that the optimization problem in production
theory is in many ways the mirror image of the optimization problem in
consumer theory. However, in saying this we are assuming that the nature of
the firm’s situation is that it has a given target output which it is trying to
produce at minimum cost. This is not always the situation. For example, in the
public sector the budget may be the given factor and the objective may be to
produce the highest output with that given level of budget. This is an output-
maximization problem rather than a cost-minimization problem and it exactly
parallels the situation of utility maximization in consumer theory. The opti-
mal combination of inputs is again given by the point where the isocost line (in
this case a fixed single line) is tangential to the highest isoquant (in this case a
variable line). Thus the condition expressed in (5.21) still applies.

d. Changes in input prices
The levels of input prices determine the position and slope of the isocost
curves. If the relative prices of the inputs change this will affect the slope of
the curves, which we have seen is given by P;[Pk. If, for example, labour
becomes more expensive relative to capital the slope of the isocost curves
will become steeper. This will result in the point of tangency moving along
the relevant isoquant, upwards and to the left, and a higher level of cost,
assuming a given target output. Not surprisingly, less of the more expensive
input is used than before, and more of the input that is now relatively cheaper.
The situation is illustrated in Figure 5.8. In this example it is assumed that the
labour input increases in price from £400 to £500 per week. The isocost curve
C’' =4,000 shows the effect of the price increase and the fact that the output of
80 units can no longer be achieved at the cost of £4,000. To attain this output,
assuming economic efficiency, now involves a cost outlay of about £4,400.
There are again obvious parallels in consumer theory, corresponding to the
situation where product prices change. In that case it was seen that rational
consumers should respond to the situation by buying less of the more expensive
product. The main difference is that, because of the dual nature of the situation,
consumers are assumed to have a fixed budget line; therefore when a product
price rises they are forced onto a lower indifference curve.

e. Expansion paths

Another application of this type of analysis is to consider what happens when
the firm’s target output increases, or to express the situation in terms of its
dual, when the firm’s budget increases. As the firm attains higher and higher
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Figure 5.8. Viking Shoes: effects of changes in input prices.
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Figure 5.9. Viking Shoes: derivation of expansion path.

output levels the optimal combinations of inputs involved will trace an expan-
sion path. This is illustrated in Figure 5.9. The expansion path goes through
all the points of tangency, X, Y and Z. This path can be used to determine the
long-run relationships between costs and output that are examined in the next
chapter. However, the graph in Figure 5.9 assumes that the prices of the inputs
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remain constant, or at least that their ratio remains constant, which as we shall
see is not very realistic.

5.5 A problem-solving approach

It is possible to identify three main management principles that emerge from
the preceding discussion of production theory. These are all key points in
terms of decision-making.

5.5.1 Planning

It can be seen from Table 5.3 that in the short run the range of output for
Viking Shoes associated with stage II of the production function is from 27 to
66 units per week. Under most circumstances Viking’s optimal operating out-
put should be in this range. If we make the additional assumptions regarding
the price of output and the prices of inputs in subsection 5.3.6 we can conclude
that optimal output is 59 units; however, it must be remembered that this
output is only optimal given the choice of scale by the firm. The implication as
far as planning is concerned is that the firm must ensure that it is using the
best scale in order to maximize profit. For example, it may be that at the price
charged customers might want to buy less than 27 units or more than 66 units,
forcing the firm to operate in stage I or stage III. In this situation the firm’s
scale would be too large or too small respectively. This aspect of planning,
capacity planning, means that the firm must be able to have accurate fore-
casts of demand, and communicate the relevant information to its marketing
and production departments. These two departments need to communicate
with each other, so that sales forecasts by marketing people can be met by the
relevant production capacity. Likewise, information relating to production
constraints needs to be communicated to the marketing department, so they
do not ‘oversell’ the product.

5.5.2 Marginal analysis

This is particularly relevant to optimization problems in neoclassical eco-
nomic theory. We have now seen various applications of it, in Chapters 2
and 3 and now here in production theory. It will again be important in
Chapters 6, 8, 9 and 10. The essential principles are the same in each case.
Marginal benefits (profits, utility, product or revenue) tend to be large at low
levels of operation (operation can be measured in terms of input, output or
expenditure). The operation should be increased until these benefits become
equal to the marginal costs. Further expansion is wasteful or non-optimal. The
following solved problem will illustrate the application of marginal analysis to
production theory.
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SP 5.1 Short-run production function

A firm has the following short-run production function:
Q = 150L + 181* — 1.5I3

where Q = quantity of output per week
L =number of workers employed.

a. When does the law of diminishing returns take effect?

b. Calculate the range of values for labour over which stages I, Il and III
occur.

c. Assume that each worker is paid £15 per hour for a 40-hour week, and
that the output is priced at £5. How many workers should the firm
employ?

Solution

a. MP=dQ [ dL =150 + 36L — 4.51*
MP is at a maximum when diminishing returns occur, therefore we
have to differentiate the expression for MP to find the relevant value
of L. This is the first-order necessary condition for a maximum.

d(MP)/dL =36 —9L =0

L=4

In order to confirm that this gives a maximum value of MP rather than
a minimum we have to consider the second-order condition. This
means examining the sign of the second derivative; since this is
negative we do indeed have a maximum value of MP when L =4.

b. Stage II begins where AP is at a maximum.

AP =150 + 18L — 1.5
d(AP)/dL =18 — 3L =0
L=6

Again we can confirm from the second derivative that this gives a
maximum.
Stage III begins where MP =150 + 36L — 4.5L* =0

_ 36+ /{362 — 4(—4.5)(150)} —36 +63.21

L

2(—4.5) -9

L=11.02 or 11
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c. MRP = MP x P = (150 + 36L — 4.5L%)5 in £ per week
MFC = 15 x 40 = 600

Setting MRP = MFC:

750 + 180L — 22.5L% = 600
22.5[%2 — 180L — 150 = 0

180 + /{1802 — 4(22.5)(—150)}
N 45

L =8.76 or 9

5.5.3 Evaluating trade-offs

We have seen right from the beginning of this book that the concept of
opportunity cost is of paramount importance in all areas of economics. In
production theory the concept applies to trade-offs between inputs. The most
obvious example is the trade-off between capital and labour, as has been seen
in the example of Viking Shoes. In this situation the trade-off only applies in
long-run time frames. However, many other trade-offs can exist, some of them
in the short run.

1 Labour-labour. There are different types of labour, with different skills, and
these can often be substituted for each other. In a marketing department, for
example, salespeople are substitutes for administrative workers to some
extent. The managerial problem is to determine the optimal mix of different
personnel.

2 Labour-raw materials. A good example of this trade-off is in the restaurant
business.” Many customers may notice that generous portions of con-
diments and sauces are offered, which may seem wasteful. However, if
smaller portions were served, customers would make greater demands of
waiters, and the additional labour-time involved might easily offset the
savings in terms of raw material costs.

3 Materials-materials. Many materials are substitutes for each other. In many
cases, substitution of one material for another may affect the quality of the
final product, but even if there is no significant difference here, there may
well be implications in production. For example, more cars these days are
being made out of composite materials. This does affect quality of output
in terms of durability, weight and other characteristics; however, there are
other implications of substituting composites for metal. Amounts of
materials needed and prices are different; the relevant processing of these
materials is also different, e.g. moulds are used instead of panel-pressing
machinery.

4 Capital-capital. Many machines can be substituted for each other, even if
their functions are quite different. A manager may have to allocate the
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departmental capital budget between photocopy machines, PCs, fax
machines and even coffee machines. All contribute directly or indirectly to
the total output of the department so again the optimal mix between them
must be found.

Many of these trade-offs are relevant in Case Study 5.3 on the National

Health Service. The following solved problem also illustrates the situation.

SP 5.2 Optimal combination of inputs

A bottling plant employs three different types of labour: unskilled
manual workers, technicians and supervisors. It has estimated that the
marginal product of the last manual worker is 200 units per week,

the marginal product of the last technician is 275 units per week

and the marginal product of the last supervisor is 300 units per week.
The workers earn £300, £400 and £500 per week respectively.

a. Is the firm using the optimal combination of inputs?
b. If not, advise the firm on how to reallocate its resources.

Solution

a. The optimal combination is achieved when the marginal product of
each type of worker as a ratio of the price of labour is equal, i.e.:

MP, MP;  MP
Py P P

(5.23)

MP
P—’” =200/300 = 0.67

m

MP
- = 275/400 = 0.6875
t

MP,
=300/500 = 0.6

S

This combination of inputs is therefore not optimal.

b. It is better to use more of the most productive input, i.e. technicians,
and less of the least productive input, i.e. supervisors. By reallocating
resources in this way the firm will cause the MP of the most produc-
tive input to fall and the MP of the least productive input to rise, until
an optimal point is reached where condition (5.22) is satisfied.
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Case study 5.3: Factor substitution in the National Health Service

The National Health Service (NHS) in the UK was
founded in 1948 and was the first state-run free
health service in the world. It originated at a time of
national euphoria following victory in World War I,
which generated a sense of confidence and solidarity
among politicians and public. In particular it was felt
that class distinctions were finally disappearing. The
extensive rationing of products, both during and after
the war, played a big part. Not only did this result in
queuing for goods by rich and poor alike, but it gave
the government a sense that state control of
distribution was not only possible but in many cases
desirable. The basic objective was to provide all
people with free medical, dental and nursing care.

It was a highly ambitious scheme that rested on
various premises that have since proved flawed.
These were:

1 The demand for health care was finite; it was
assumed that some given amount of expenditure
would satisfy all of the nation’s health wants.

2 Health care provision could be made independent
of market forces; in particular doctors were not
supposed to consider costs in deciding how to
treat individual patients.

3 Access to health care could be made equal to all;
this means that there would be no preferential
treatment according to type of customer, in
particular according to their location.

The flaws became more obvious as time went by,
and were aggravated by the fact that the system was
based on the old pre-war infrastructure in terms of
facilities. This meant that the provision was highly
fragmented, with a large number of small hospitals and
other medical centres. The first flaw became apparent
very quickly: in its first nine months of operation the
NHS overshot its budget by nearly 40 per cent as
patients flocked to see their doctors for treatment.
Initially it was believed that this high demand was just a
backlog that would soon be cleared, but events proved
otherwise. Webster,® the official historian of the NHS,
argues that the government must have had little idea of
the ‘momentous scale of the financial commitments’
which they had made. Since its foundation, spending
on the NHS has increased more than fivefold, yet it has
still not kept pace with the increase in demand. This
increase in demand has occurred because of new
technology, an ageing population and rising

expectations. At present it is difficult to see a limit on
spending; total spending, public and private, on
healthcare in the USA is three times as much per
person as in the UK.

However, when it comes to performance compared
with other countries the UK does not fare that badly. In
spite of far larger spending in the USA, some of the
basic measures of a country’s health, such as life
expectancy and infant mortality, are broadly similar in
the two countries. The United States performs better in
certain specific areas, for example in survival rates in
intensive-care units and after cancer diagnosis, but
even these statistics are questionable. It may merely
be that cancer is diagnosed at an earlier stage of the
disease in the USA rather than that people live longer
with the disease.

Performance can also be measured subjectively by
examining surveys of public satisfaction with the
country’s health service. A 1996 OECD study of public
opinion across the European Union found that the
more of its income that a country spends per person
on health, the more content they are about the health
service. This showed that, although the British are
less satisfied with their health service than citizens of
other countries are with theirs, after allowing for the
amount of spending per head the British are actually
more satisfied than the norm.” Italy, for example,
spends more per head, yet the public satisfaction
rating is far lower.

There are a number of issues that currently face the
NHS. The most basic one concerns the location of
decision-making. This is an aspect of government
policy which is discussed in Chapter 12, and largely
relates to normative aspects, though there are some
important economic implications in terms of
resource allocation. The other issues again have both
positive and normative aspects. The use of private-
sector providers and charges for services are
important issues, again examined in Chapter 12. In
terms of spending, once it is recognized that
resources are limited, there is the macro decision
regarding how much the state should be spending on
healthcare in total. Then there is the micro question
of where and how this money should be spent, and
this issue essentially concerns factor substitution and
opportunity cost. A number of trade-offs are relevant
here, and some examples are discussed in the
following paragraphs.
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1. Beds versus equipment. Treatments are much
more capital-intensive than they used to be in past
decades, owing to improved technology. This has the
effect of reducing hospital-stay times, and 60 per cent
of patients are now in and out of hospital in less than
a day'® compared with weeks or months previously.
This can reduce the need for beds compared with
equipment.

2. Drugs versus hospitals. Health authorities may
be under pressure to provide expensive drugs, for
example beta interferon for the treatment of multiple
sclerosis. This forces unpleasant choices. Morgan,
chief executive of the East and North Devon Health
Authority, has stated ‘It will be interferon or keeping a
community hospital, | can’t reconcile the two.”"'

3. Administrators versus medical staff. In recent
years the NHS has employed more and more
administrators, whilst there has been a chronic
shortage of doctors and nurses. This was partly
related to the aim of the Conservatives when they
were in office to establish an internal market
(discussed in more detail in Chapter 12). The health
secretary, Milburn, was trying to reverse this trend; in
a ‘top-to-toe revolution’ Milburn appeared to want a
new modernization board of doctors and nurses to
replace the existing board of civil servants. The
NHS's chief executive, Langlands, resigned. In the
hospitals also there were more administrators, and
these took over much of the decision-making
previously done by doctors regarding types of
treatment. This became necessary because of the
clash between scientific advance, increasing costs
and budgetary constraints. It became increasingly
obvious that rationing had to take place. Related to
this issue, nurses were also having to do a lot more
administrative work which could be performed by
clerical workers. This happened for the same basic
reason as before: more information needed to be
collected from patients in order to determine the
type of treatment.

Summary

4. Hospital versus hospital. Because of the
piecemeal structure that the NHS inherited it has tended
to provide healthcare in an inefficient way. Hospitals
and other facilities are not only old and in need of repair,
but in many cases small, separated geographically, and
duplicating facilities. Division of labour is often non-
optimal. In Birmingham, for example, there is an
accident and emergency unit at Selly Oak Hospital,
whereas the brain and heart specialists who might need
to perform urgent operations on those involved in car
crashes or suffering heart attacks are at the
neighbouring Queen Elizabeth Hospital. Thus the issue
often arises whether it is preferable to concentrate
facilities and staff by building a new and larger hospital
to replace a number of older facilities.

5. Area versus area. At present there is much
variation in the services provided by different local
health authorities. For example, some restrict, or do
not provide, procedures such as in vitro fertilization,
cosmetic surgery and renal dialysis. This has led to the
description ‘postcode prescribing’. Much of this has
to do with the differences in budgets relative to
demand in different areas, and is another example of
the greater visibility of rationing.

Questions

1 lllustrate the trade-off between administrators
and medical staff using an isoquant/isocost
graph. Explain the economic principles involved
in obtaining an optimal situation. How would this
situation be affected by an increase in the pay of
doctors and nurses?

2 What problems might be encountered in
determining this solution in practical terms?

3 lllustrate the hospital-versus-hospital trade-off using
an isoquant/isocost graph and explaining the
economic principles involved in obtaining
an optimal situation. In what important respects
does this issue differ from the issue in the previous
question?

1 A production function shows the maximum amounts of output that can be
produced from a set of inputs.

2 All points on a production function involve technical efficiency, but only
one represents economic efficiency, given prices for the inputs.
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3 The functional form of a production function is important because it gives
information about the marginal products of the inputs, output elasticities
and returns to scale.

4 An isoquant shows different combinations of inputs that can produce the
same technically efficient level of output.

5 The marginal rate of technical substitution (MRTS) of X for Y shows the
amount of one input Y that must be substituted for another X in order to
produce the same output. It is given by the ratio MPyx | MPy and graphically
by the slope of the isoquant.

6 Returns to scale describe how a proportionate increase in all inputs affects
output; they can be increasing, constant or decreasing.

7 The optimal combination of inputs in the long run is achieved when the
marginal product of each input as a ratio of its price is equal.

8 In the short run, production is subject to increasing and then diminishing
returns.

9 The optimal level of use of the variable factor in the short run is given by
the condition MRP = MFC.

10 There are three main applications of production theory in terms of manage-
rial decision-making: capacity planning, marginal analysis and evaluation
of trade-offs.

Review questions

1 Give examples of daily activities where the law of diminishing returns
applies.

2 Explain the difference between technical and economic efficiency.

3 What is meant by the three stages of production in the short run?

4 Explain the shapes of the total product, marginal product and average
product curves for a Cobb-Douglas production function in the short run.

5 Figure 5.10 shows an isoquant and an isocost curve.

Show the effects of the following changes:

a. The price of L rises.
b. The prices of L and K rise by the same proportion.

Figure 5.10. Isoquant and isocost curves.
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c. The firm’s budget increases.

d. Improved technology makes K more productive.

e. Improved technology makes both L and K more productive by the same
proportion.

Problems

5.1 CD Inc. has estimated that it has the following production function:
Q, _ 80L0‘4K0‘6

a. Draw up an input-output table for this function up to the input of eight
units of capital and labour.

b. Comment on returns to scale from the function; how can you check this
from your table in (a)?

c. If capital is fixed at four units, draw a graph of total, marginal and average
product.

d. Explain why marginal and average product are continuously declining.

5.2 A restaurant owner has the following short-run production function:

Q = 30L — 212
where Q = number of meals served per day, and L =number of workers.

a. Draw up a table showing total, marginal and average product up to an
input of ten workers, and plot these on a graph.

b. Show the range of labour where stages I, II and III of production occur.

c. If workers can be hired for £40 per day and the average meal is £6, how
many workers should be hired?

5.3 LM Corp. has estimated that it has the following production function:
Q = 1.5LK — 0.312 — 0.15K>

Labour costs £60 and capital costs £75. LM wants to maximize output subject to
the cost constraint of £1,500.

a. What amounts of labour and capital should be used?
b. What is the total output from the above combination?

5.4 The following are different types of production function. Determine
whether each one has constant, increasing or decreasing returns to scale.

a. Q = 20L + 20K + 50

b. Q = 30L? + 25K?
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c. Q = 40L + 20K + 10LK
d. Q = 25L94K°8

e. Q = 20L03K06M02
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Objectives

1 To explain the meaning and use of different concepts of cost.

2 To show how different concepts of cost are relevant for managerial decision-
making.

3 To explain how production relationships underlie cost relationships.

4 To explain cost behaviour in the short run.

5 To explain cost behaviour in the long run.

6 To explain how cost relationships can be derived in mathematical terms.

7 To explain the purpose and principles of cost-volume-profit analysis.

8 To describe a problem-solving approach for applying cost-volume-profit
analysis.

6.1 Introduction

6.1.1 Importance of costs for decision-making

Demand analysis is fundamentally concerned with the revenue side of an
organization’s operation; cost analysis is also vital in managerial economics,
and managers must have a good understanding of cost relationships if they are
to maximize the value of the firm. Many costs are more controllable than are
factors affecting revenue. While a firm can estimate what effect an increase in
advertising expenditure will have on sales revenue, this effect is generally
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more uncertain than a decision to switch suppliers, or invest in new machinery,
or close a plant.

Just as with production theory, the distinction between short run and long
run is an important one. In the short run, managers are concerned with
determining the optimal level of output to produce from a given plant size
(or plant sizes, for a multiplant firm), and then planning production accord-
ingly, in terms of the optimal input of the variable factor, scheduling and so on.
In the long run, all inputs are variable so the most fundamental decision the
firm has to make is the scale at which to operate. The optimal scale is the one
that is the most efficient, in economic terms, for producing a given output.

Cost analysis is made complex because there are many different definitions
and concepts of cost, and it is not always straightforward to determine which
costs to use and how to measure them in a particular situation. The focus here
is on the relevant costs for decision-making. In order to clarify this aspect
the following four distinctions are important.

6.1.2 Explicit and implicit costs

Explicit costs can be considered as expenses or out-of-pocket costs (rent, raw
materials, fuel, wages); they are normally recorded in a firm’s accounts. However,
the economic cost of using a resource is its opportunity cost, which is the cost of
forgoing the next most profitable use of the resource, or the benefit that could be
obtained from the next-best use. This involves both explicit and implicit costs. Let
us take the example of a student considering undertaking an MBA; the relevant
costs can be classified as either explicit costs or implicit costs.

Explicit costs include fees, books, accommodation, food, transportation, rec-
reation and entertainment and so on. Not all of these may be directly related to
doing an MBA, the last category for example, so they can be regarded as inci-
dental costs. Money still has to be made available to pay these costs.

Implicit costs are non-cash costs, like the salary that could have been earned,
leisure time forgone (if work required on the MBA exceeds the hours of salaried
work), and interest forgone on assets which have to be used to pay MBA expenses.

Opportunity costs would include elements of both, but are not simply the
sum of the two; for example, accommodation is not an opportunity cost if the
student would be in the same accommodation whether they were doing
the MBA or not. Opportunity costs should be used for decision-making pur-
poses, meaning making the fundamental decision whether to do the MBA or
not. These costs then have to be compared with the expected benefits, mone-
tary and non-monetary, of undertaking an MBA programme. This does not mean
that the other costs are unimportant; they are still relevant in cash planning.

6.1.3 Historical and current costs

Historical costs represent actual cash outlay and this is what accountants record
and measure. This means measuring costs in historical terms, at the time they
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were incurred. Although this is relevant for tax purposes it may not reflect the
current costs.

Current costs refer to the amount that would be paid for an item under present
market conditions. Often current costs exceed historical costs, particularly with
inflation. In some situations, for example IT equipment, current costs tend to be
below historical costs because of rapid improvements in technology. In this case
the item being costed may no longer be available, and the appropriate cost is the
replacement cost. This is the cost of duplicating the productive capability of
the item using current technology. Replacement cost is the relevant cost for
decision-making. The following example illustrates this principle.

Assume that Clearglass Conservatories is offered a contract to build a con-
servatory at a property, at a price of £60,000. The labour costs are £40,000 and
the materials necessary to complete the job are already in inventory, valued at
the historical cost of £15,000. If the job is accepted, Clearglass, as an ongoing
concern, will have to replace the materials, but the price of these has risen, so the
current cost is £22,000. If Clearglass uses historical cost to cost the job they will
accept it, expecting to make a profit of £5,000. They should, however, reject it
since they will really make a loss of £2,000. This can be seen more clearly if we
consider what happens if they accept the job and then restore their inventory to
the previous level. They will end up receiving £60,000 and paying out £62,000
(£40,000 for labour and £22,000 for materials), thus losing £2,000.

6.1.4 Sunk and incremental costs

Sunk costs are costs that do not vary according to different decisions. An example
was given earlier in the case of the MBA student’s accommodation; the accom-
modation cost was the same whether or not the student did the MBA. Often
these costs refer to outlays that have already occurred at the time of decision-
making, like the cost of market research conducted before deciding whether to
launch a new product.

Incremental costs refer to changes in costs caused by a particular decision.
Using the same example, if the student would have to pay £4,000 for yearly
accommodation doing a salaried job and £6,000 for accommodation to do the
MBA, the incremental cost associated with the decision to do the MBA would
be £2,000 (assuming simplistically that there are no other costs or benefits
related to the differences in accommodation). Incremental costs are the rele-
vant costs for decision-making.

6.1.5 Private and social costs

Private costs refer to costs that accrue directly to the individuals performing a
particular activity, in other words they are internal costs. For private firms
these are the only costs that are relevant, unless there are ethical consider-
ations (see Chapter 12).

Social costs also include external costs that are passed on to other parties, and
are often difficult to value. For example, motorists cause pollution and
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congestion which affect many other people (this is the economic justification
for fuel duties, which are an attempt to internalize these externalities, as seen
in Chapter 12). Therefore when a resource like oil or petrol is used there are
both internal and external costs. The social costs are the sum of the two,
meaning the total cost to society of using a resource (being careful not to
double-count any duties). Social costs are relevant for public policy decision-
making. In this situation the technique of cost-benefit analysis is often used.
However, since we are largely concerned with managerial decision-making,
social costs and cost-benefit analysis will not be examined here.

6.1.6 Relevant costs for decision-making

For private firms it has been shown above that it is the opportunity costs, the
replacement costs and the incremental costs that are relevant. These concepts
are all illustrated in the following case study.

Case study 6.1: Brewster Roofing

Mr Brewster operates a roofing company in London
and has been asked by the local government authority
of Merton to repair the roofs of several of their
properties damaged in a recent storm. The job must
be completed during the next four weeks (twenty
working days), and Merton has offered £16,000 for the
job. Mr Brewster has estimated that the job requires
seventy-five work days, but he can only use his regular
three workers for the job because it is a very busy
period for the industry as a whole. Fortunately,

Mr Brewster's son, Will, can take time off from his
regular job (paying £80 per day) to help complete the
work. Mr Brewster has estimated that, for his regular
employees, the cost per work day is £150. This consists
of a wage of £100 (which is only paid if the employee
is working) and £50 in contributions to the
government (which are paid annually regardless of
how many days the employees work).

Brewster Roofing has all the equipment necessary
for the job and has some of the materials available in
inventory. The materials cost £5,000 originally, but
these costs have since increased by an average of 5

per cent. Additional materials costing £3,000 are also
required.
Mr Brewster has costed the job as follows:

Revenue £16,000
Costs

Labour £9,000
Materials £8,000
Total costs £17,000
Profit (€1,000)

On the basis of the above analysis Mr Brewster rejects
the job.

Questions

1 Prepare a revised cost estimate for the job, taking
into account opportunity costs, replacement costs
and incremental costs. Assume that Mr Brewster
considers the job from the viewpoint of a family
business, including himself and his son together.

2 Advise Mr Brewster regarding whether he should
accept the job, stating any assumptions involved in
your analysis.

6.1.7 Summary of cost concepts

Several points emerge from the above discussion of costs:
1 There is not always a right and a wrong way to use cost concepts. The right costs
for decision-making are not the right costs for estimating tax liability and vice

versa.



Cost theory

2 Managers must be very careful in using cost information prepared by
accountants, since it has been collected and categorized for different
purposes.

3 The determination of costs is not always purely objective; this is particularly
true of implicit costs, where a considerable degree of judgement is often
required.

6.2 Short-run cost behaviour

Managers want to know the nature of the cost functions pertaining to their
firm for the following reasons:

1 To make pricing decisions - this aspect is considered in Chapters 8 and 10.

2 To determine the appropriate levels of other factors in the marketing mix -
this is considered in Chapters 9 and 10.

3 To forecast and plan for the costs and input levels associated with a given
level of output.

6.2.1 Classification of costs

It was seen in Chapter 5 that the short run in economic terms is defined as the
period during which at least one factor of production is fixed and others are
variable. This leads to a further classification of costs, into fixed costs and
variable costs.

Fixed costs are related to the fixed factors and do not vary with output in the
short run. Examples are rent, insurance, interest payments, and depreciation
(if estimated on a time basis). These costs may vary in the short run, for
example if the interest rate rises, but not because of a change in output.
Fixed costs have to be paid even if output is zero for any period, for example
when there is a strike.

Variable costs are related to the variable factors and vary directly with output.
This was assumed in some of the analysis in Chapter 3, for example in Table 3.4
relating price changes to profit. Examples of variable costs are raw materials,
wages, depreciation related to the use of equipment, and some fuel costs.

In practice a clear distinction between fixed and variable costs is not always
possible; some costs, like fuel above, may have fixed and variable elements.
Other costs, like administrative salaries, may be fixed over a certain output
range, but if output exceeds the range an increase in staff may be required,
thus increasing costs.

6.2.2 Types of unit cost

Managers are often more interested in units costs than in total costs, for the
following reasons:
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1 Unit costs provide a better measure of the performance of the firm in terms
of efficiency. This means that comparisons on a time-series or cross-section
basis are easier to make.

2 Unit costs can be compared directly with price, and conclusions drawn
regarding profit. This is explained in section 6.5 on CVP analysis.

3 It is easier to understand cost relationships with output in terms of unit
costs.

There are four main types of unit cost in the short run:

1 Marginal cost (MC). This can be defined as the additional cost of producing an
additional unit of output. Thus we can write:

MC = change in total costs/change in output = AC/AQ (6.1)
In the limiting case where the change in output is infinitely small we can write:
MC = dC/dQ (6.2)

2 Average variable cost (AVC). This refers to the total variable costs divided by
output; thus we can write:

AVC = VC/Q (6.3)

3 Average fixed cost (AFC). This refers to total fixed costs divided by output; we
can write:

AFC = FC/Q (6.4)

4 Average total cost (ATC). This refers to total costs divided by output; we can
write:

ATC = TC/Q (6.5)
or
ATC = (FC +VC)/Q = FC/Q + VC/Q = AFC + AVC (6.6)

All of the above types of unit cost can be derived from the production table
in Table 5.3, provided that we know the prices of the inputs, labour and capital.

6.2.3 Derivation of cost functions from production functions

In the example relating to Viking Shoes in Chapter 5 it was assumed that the
price of labour was £400 per worker per week and the price of machines was
£500 per week. We can now compute the various costs and unit costs related to
the inputs and outputs in Table 5.3; these values are shown in Table 6.1. Note
that once again the marginal values, in this case MC, have to be plotted
corresponding to the mid-values of outputs. This is also important in plotting
the values on the graph in Figure 6.1. The final row of Table 5.3 is omitted since
the use of eight workers with three machines is not technically efficient.
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Figure 6.1. Viking shoes: unit cost functions.

The four unit cost functions in the last four columns of Table 6.1 can be
illustrated in a graph. They are shown in Figure 6.1. The relationships between
unit costs and output are now explained, with the aid of Figure 6.2. This shows
the unit cost relationships in general terms, and their correspondence to
production relationships and total cost relationships.

6.2.4 Factors determining relationships with output

It is helpful to begin the explanation of unit cost behaviour with marginal cost
since this determines the shape of both the AVC and ATC curves.

a. Marginal cost
There are two features of the MC curve that need to be explained.

1. The MC curve is U-shaped. MC falls to begin with as output rises, because of
increasing returns, and then, after reaching output Q, it begins to rise because
of diminishing returns. This is best explained by considering the following
relationship:



Cost theory

Output Q
(units)

Stage | Stage Il \
Labour (workers)
Unit \
cost Increasing Diminishing
(£) Returns Returns mc

i
I
i |
Q1 Q! Q; Output Q (units)

Cost i ! TC
(£) i :
! I

Inflection i ! vc
points | |
I
: I
: !
! i

1 ; FC
: |
! I

Output Q (units)

Figure 6.2. Short-run cost and production functions.

AC/AL

MC = AC/AQ = [t

where AC/AL = the additional cost of hiring one more worker, in other words
the price of labour, P;, and AQ/AL =the marginal product of labour MP;.
Thus we can write:

Py
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Assuming that each additional worker is paid the same wage, P; is constant.
This means that MC is inversely related to marginal product. Thus, when there
are increasing returns and MPy is rising, it follows that MC must be falling; after
output Q; there are diminishing returns and MP; is falling, so MC must be
rising.

2. The MC curve intersects both the AVC and ATC curves at their minimum
points. The basic relationships between average and marginal values have
already been explained in the previous chapter, in section 5.3. A similar
relationship exists for marginal costs as for marginal product, in terms of its
relationship with average costs. Thus when marginal costs are less than aver-
age costs, average costs must be falling and vice versa. Average fixed cost is
unaffected by marginal cost, by definition.

b. Average variable cost

The AVC curve is also U-shaped; this is for similar reasons as for the MC curve. It
can be shown that:
VC/L P
AVC=VC/Q = ———=— 6.8

Q=QL = (6.8)
Thus average variable cost is inversely proportional to average product;
when AP is rising, AVC must be falling and vice versa. The range of output
when AP is rising, and thus AVC falling (up to Qy), is the range of operation of
stage I. Once again increasing and diminishing returns are responsible for this
behaviour.

c. Average fixed cost

As output rises the fixed costs become spread over a larger level of output, thus
causing AFC to fall continuously throughout the output range. The concept of
spreading fixed cost is a fundamental one in managerial economics and is
relevant in many everyday activities as well. An example is a consumer buying
a season ticket; it does not matter whether the ticket is for public transport-
ation or going to see football matches, the principle is the same. Unless the
consumer is going to use the ticket frequently it is not worth buying, since they
will not be able to spread the fixed cost of the ticket over a sufficiently large
output, meaning trips or matches.

d. Average total Cost

This is also U-shaped because it is the sum of AVC and AFC. These are summed
vertically on the graph. At low levels of output, ATC falls because both AVC and
AFC are falling. Beyond the level of output Q,, AVC starts to rise while AFC
continues to fall. Beyond output Q3, AVC rises faster than AFC falls; this means
that the effect of diminishing returns more than offsets the spreading of fixed
costs, causing ATC to rise. The significance of output Qz in terms of efficiency is
explained in the next subsection.
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6.2.5 Efficiency

As was seen in the last chapter, there are various different concepts of effi-
ciency in economics. Since it was assumed that all the output values in the
production functions shown in Tables 5.1 and 5.3 involved technical efficiency,
it follows that all the outputs in Figure 5.1 also involve technical efficiency
since they are based on the same production function. It is also true that all
these outputs involve economic efficiency, in that they all involve a least-cost
combination of inputs in the short run, assuming a given output. However, only
one of these outputs results in the unit cost (average total cost) being mini-
mized if we no longer assume a given output, and that is output Qs. It can
therefore be said that Qz is the most efficient level of output in the short run for
a firm of given plant size(s). Unfortunately, in many microeconomics texts this
output is referred to as the ‘maximum capacity’ rather than maximum effi-
ciency; this terminology is confusing. It is more accurate to apply the term
‘maximum capacity’ to the maximum output for the firm in the short run. This
does not imply that the most efficient output is an optimal output as far as the
firm is concerned, because only costs are considered, not revenue; therefore it
tells us nothing about profit.

This type of efficiency in the short run can be viewed as a compromise
between spreading fixed costs and getting diminishing returns. If more output
than Q3 is produced, less is gained from the further spreading of fixed costs
than is lost from getting diminishing returns; therefore ATC rises beyond this
level of output.

6.2.6 Changes in input prices

Since it has been assumed that the firm is operating at technical and economic
efficiency, it cannot reduce the controllable elements of its cost structure.
However, some of its costs are uncontrollable and may rise or fall in the
short run. For example, the interest rate on the firm’s borrowing may rise,
and this will have an immediate effect on the unit cost curves. Since it has been
assumed that capital is a fixed factor, the increased interest cost represents an
increase in fixed cost. This will shift the AFC and ATC curves upwards, while
AVC and MC remain unchanged.

Likewise, if the price of raw materials rises, this represents an increase in
a variable cost and will therefore shift the MC, AVC and ATC curves upwards.
A decrease in price will similarly shift the same curves downwards.

6.2.7 Different forms of cost function

In most economic analysis, the form of short-run cost function that is most
frequently used is the cubic total cost function. This is the form that gives rise
to the shapes of function shown in Figures 6.1 and 6.2.
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a. Cubic cost functions

These are related to the cubic production functions examined in the previous
chapter. The relationship between the two types of function can be seen most
easily in the relationships between marginal product and marginal cost. Both
of these are quadratic functions that are inversely related, as shown in (6.7),
and this is illustrated graphically in Figure 6.2.

Two other forms of total cost function are also sometimes used in economic
analysis; these are the quadratic form and the linear form. These forms and
their implications in terms of unit costs and graphical shapes are now
considered.

b. Quadratic cost functions*
These have the general form:

C=a+bQ +cQ? (6.9)
In this case the marginal cost is given by:
MC =b+2cQ (6.10)

This is a linear function, as shown in Figure 6.3. The economic implication of
this is that the law of diminishing returns takes effect as soon as the firm starts
to produce.

Unit
cost
Qutput
Cost TC
FC
Qutput

Figure 6.3. The quadratic cost function.
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Figure 6.4. The linear cost function.

It can also be shown that a quadratic cost function will occur if the produc-
tion function is of the Cobb-Douglas type with the output elasticity of labour
equal to 0.5:

Q = aL’>K* (6.11)
From this an expression for L can be derived as follows:
L = (aK°)*Q?
Since C=P;L + P¢K, we can now express C as the following quadratic function:
C = PxK + P (aK®)%Q? (6.12)

In more general terms, with any Cobb-Douglas production function Q = aL’K",
the short-run cost function will be a polynomial of degree b™".

c. Linear cost functions
These have the general form:
C=a+bQ (6.13)
In this case the marginal cost is given by:
MC=b (6.14)

This is obviously the simplest form of cost function from a mathematical
viewpoint, but it is also important empirically. As seen in more detail in
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Chapter 7, many firms do observe this type of cost relationship with output in
the short run; this is the reason why this form of function is most frequently
used in cost-volume-profit analysis, the subject of section 6.5.

What are the economic implications of this type of function? Since mar-
ginal cost is constant it means that the firm does not encounter either increas-
ing or diminishing returns, at least over its normal output range. It is this last
condition that gives this mathematical form its empirical validity. As seen in
Figure 6.4, the MC curve is horizontal, but this does not mean that the curve
would remain horizontal over all outputs. The firm’s normal output range may
extend up to Q;; beyond this level of output it is possible for diminishing
returns to occur as the firm approaches full capacity. This possibility is illu-
strated by extending the unit cost curves using dashed lines. A further implica-
tion of this type of cost function is that AVC is also given by the constantb. Thus
MC and AVC are both equal to each other and constant.

6.3 Long-run cost behaviour

In the long run the firm can change all its inputs; therefore all costs are
variable. In this context the main decision that managers must make is the
determination of the optimal plant size or scale of the firm, given a certain
target level of output. Once the optimal combination of inputs is selected,
some of these inputs, like plant and equipment, become fixed in the short run.

6.3.1 Derivation of cost functions from production functions*

This analysis has already been considered for short-run functions. In the long
run the situation is more complicated mathematically, since all the inputs are
variable. However, for the commonly considered cubic function in Table 5.1, it
was seen that there were increasing returns to scale to begin with but that at
higher levels of output there were decreasing returns to scale. In more general
terms the type of cost function can be derived from the firm’s expansion path,
as shown in Figure 5.9; this shows various least-cost combinations of inputs for
producing given outputs in the long run.

With the Cobb-Douglas production function it can be shown that the long-
run cost function is a power function. More precisely, with any Cobb-Douglas
production function Q = aL’K", the mathematical form of the cost function is as
follows:

C=aQYt+o (6.15)

The proof of this derivation is beyond the scope of this text," and involves
Lagrangian multiplier analysis. However, the economic implications are
important. It has already been seen that the powers in the Cobb-Douglas
production function represent output elasticities, which, when summed
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together, indicate the type of returns to scale. For example, if the output
elasticities sum to one, there are constant returns to scale: a 1 per cent increase
in all inputs will cause output to increase by 1 per cent. From (6.15) it can be
seen that in this case the power of Q will also be equal to 1; this value represents
the cost elasticity with respect to output and again is an indicator of returns to
scale, assuming that input prices remain constant. If the output elasticities
sum to more than 1 it follows that the cost elasticity will be less than 1; this is
again an indicator of returns to scale, in this case increasing returns to scale.
Likewise, if the output elasticities sum to less than 1, it follows that the cost
elasticity is more than 1 and there are decreasing returns to scale. Unlike the
cubic cost function the returns to scale are the same at all levels of output.

However, an assumption in all of the above analysis is that input prices
remain constant. In the long run the cost elasticity will depend not only on
physical returns to scale but on monetary aspects as well: unit costs may rise or
fall depending on the scale of the firm independently of the physical returns to
scale. Both of these aspects, physical and monetary, now need to be examined
in detail.

6.3.2 Economies of scale

Economies of scale (EOS) can be defined as aspects of increasing scale that
lead to falling long-run unit costs. They can be classified in various ways, as
discussed in the following three paragraphs.

1. Internal/external. Internal economies arise from the growth of the firm itself,
in this sense they are controllable and under the influence of management
decision-making. External economies arise from the growth of the industry,
and are independent of the size of the firm. They are therefore further removed
from managerial decision-making, though not entirely so; location decisions in
particular may depend on these economies. External economies are sometimes
called economies of concentration because they tend to arise when firms in
the same industry are located close together. Further discussion of external
economies and diseconomies is given in Chapter 8. Internal economies of scale
are usually more important in terms of their effects on unit costs. Therefore, in
view of these factors and the aspects of management control, it is the internal
economies that we will concentrate on here.

2. Physical/monetary. This distinction has already been mentioned above,
but will become clearer with the examples explained shortly. Physical econo-
mies cause increasing returns to scale; monetary economies reduce input
prices.

3. Level: product, plant and firm. Again the distinction between these different
levels at which economies occur will become clearer with the examples below.
In general some of the cost advantages arise from producing more of one
product, some from producing with a larger plant size, and some from produc-
ing with a larger firm.
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There are four main categories of internal economies of scale:”

a. Technical economies

These arise mainly from increased specialization and indivisibilities. Larger firms
can make use of more specialized equipment and labour in the production
process, for example by using assembly lines. Virtually every product that is
produced for the mass market, from jeans to CDs, computer chips to bottled
soft drinks, is produced on some kind of assembly line. This has the advantage
of increasing both labour and capital productivity. Such processes need a large
initial investment, because they cannot perform the relevant functions on a
small scale; thus indivisibilities are involved. A good example of this is car
production; assembly lines for producing cars have to be very large in order to
perform all the necessary tasks. Low-volume car producers, like the British
companies Morgan and TVR, cannot afford to use assembly-line methods
because they would not be able to spread the high level of fixed cost. These
economies are physical and occur at the level of the product.

Indivisibilities also occur in other forms: larger firms are able to use more
expensive but often more effective advertising media, like television, and they
can afford to undertake research and development activities that small firms
could not afford. Such economies are at the level of the firm as a whole.

Other technical economies relate to increased dimensions: as size increases,
volume increases more rapidly than surface area. Since volume often deter-
mines output while surface area determines cost, unit costs fall as size
increases. This is particularly important in the transportation and storage
industries, and explains the development of jumbo (now super-jumbo) jets
and supertankers. Another example is the trucks used to transport rocks and
other materials in mining; in the 1950s the average capacity of these vehicles
in the United States was 20 tons, by the 1970s it was 150 tons, and it is now
about 300 tons. These economies occur mainly at the level of the plant.

A final technical economy relates to massed resources: larger firms find it
easier to combine equipment or facilities with different capacities more effi-
ciently, with less idle capacity. For example, a car manufacturer needs to use
an engine-block casting facility, a panel-pressing facility, a paint shop and
various machining and assembly facilities; these all tend to be of different
sizes for technical reasons. Similarly, larger firms have a proportionately lower
need for reserves of spare parts and maintenance workers. These economies
are sometimes called multiplant economies, as opposed to intraplant economies,
because they occur at the level of the firm rather than the individual plant.

These technical economies tend to be the most important source of econo-
mies of scale for most firms. They occur particularly in mass manufacturing,
public utilities and mass transportation.

b. Managerial economies

Large firms find it easier to attract and use more specialized managers, who are
more skilled and productive at performing specific managerial functions. Thus
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a small firm may employ a general manager for all managerial functions; a
mid-sized firm may employ separate managers for the main managerial func-
tions of production, marketing, finance and human resources; a large firm
may employ various managers within the marketing department, for example
in purchasing, advertising, sales, public relations and market research. Like
the technical economies these are physical in nature; they also occur mainly at
the level of the whole firm.

¢. Marketing economies

These relate mainly to obtaining bulk discounts; by buying in bulk larger firms
can often enable their suppliers to obtain the technical economies of scale
above. These discounts relate not just to buying raw materials and components
but also to buying advertising. For example, if a firm buys twice as much
advertising space or time, the total cost will usually less than double, thus
unit costs will fall (assuming the firm sells twice as much). This type of
economy of scale is obviously of a monetary nature.

d. Financial economies

The most obvious factor here is that large firms can often borrow at a lower
interest rate, because they have a better credit rating, representing a lower
default premium. In addition they have more sources of finance; they can use
the capital markets, for example by issuing commercial paper, bonds and
shares. These forms of raising finance often involve a lower cost of capital.
Finally, a larger firm can enable its supplier of funds, normally a bank, to gain
economies of scale of an administrative nature. Again these economies are
clearly monetary and at the level of the whole firm.

The above economies of scale all represent cost advantages that larger firms
can gain. There may be additional advantages in terms of the learning curve,
described in a later section, and in terms of gaining monopoly power in the
market. This last advantage is a demand rather than a cost advantage, and is
discussed in Chapter 8.

6.3.3 Diseconomies of scale

Diseconomies of scale (DOS) are aspects of increasing scale that lead to rising
long-run unit costs. Again they can be internal or external, physical or mon-
etary, and can arise at the level of product, plant or firm. There are again four
main sources of diseconomies of scale, though these do not correspond exactly
to the four categories of economies of scale described above.

a. Technical diseconomies
Increased specialization can lead to problems as well as benefits. Workers

doing repetitive jobs can suffer from low motivation, which reduces product-
ivity and increases the chance of industrial unrest. The number of days lost
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through strikes tends to be higher in industries that feature such processes, for
example car manufacturing, mining, engineering and transportation and
communications.” Furthermore, a stoppage in such industries, whether
caused by industrial unrest or by some other event like a machine breakdown,
can cause the whole production process to come to a halt because of the
interdependence of operations.

b. Managerial diseconomies

Large firms are more difficult to manage because communications tend to
break down, both vertically and horizontally. This creates inefficiencies as co-
operation and co-ordination within the firm suffer. Firms may try to combat
this tendency by employing more administrative workers, but this is also
going to increase unit costs. This communications problem is a major reason
why many large firms are trying to contract services out to other firms and
create flatter organizational structures, for example IBM and GM.

¢. Marketing diseconomies

Although larger firms can often gain discounts in buying raw materials in
bulk, there may be offsetting disadvantages of buying inputs in large quanti-
ties. If the firm is relying on local sources that are in limited supply, the high
demand may drive up the price of such inputs; for example, the firm may have
to offer higher wages to attract the desired quantity of workers.

d. Transportation diseconomies

Larger firms, particularly if they only use one plant, may face additional
transportation costs as they try to increase the size of their market; the average
transportation distance of goods to customers will increase. Again the above
diseconomies relate only to cost disadvantages of large firms, or conversely the
cost advantages of small firms. Larger firms may have other disadvantages, in
terms of having less flexibility, a slower speed of response to environmental
changes and the reduced ability to offer personal service to their customers.

6.3.4 Economies of scope

Whereas economies of scale relate to cost reductions caused by increasing
scale, economies of scope occur when changing the mix of operations has
cost benefits. For example, producing 100,000 units of product X may involve a
unit cost of £100 if X is produced by itself; but if 100,000 units of X are
produced along with a quantity of product Y, then the unit cost of producing
X may fall. The same may happen to the unit cost of Y compared with produ-
cing it by itself. There are two main causes of this:

1 The products may use common processing facilities; for example, different
car models being produced at the same plant.

2 There may be cost complementarity, especially when there are joint pro-
ducts or by-products, for example petrochemicals.
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Figure 6.5. Short-run and long-run average cost functions in the absence of EOS and DOS.

It is also possible for a firm to experience diseconomies of scope if it sells
products that ‘clash’ with each other in some way. An example would be EMI
Records in the late 1970s when they signed the punk rock band the Sex Pistols,
who openly advocated the use of violence. Since EMI was also marketing
hospital equipment at the time, it faced considerable criticism and decided
to drop the recording contract, at considerable cost.

The extent of economies of scope can be measured by estimating the
percentage cost reduction caused by joint production, as follows:

s CQ) +CQ) - CQ +Q)
CQ+Q)

where C(Q;) and C(Q,) represent the costs of producing outputs Q; and Q,
independently, and C(Q; +Q,) represents the cost of producing outputs Q;
and Q, jointly. If economies of scope exist, the joint cost is less than the sum
of the individual costs, thus S is positive. The larger the value of S, the greater
the economies of scope; if S is zero there are no economies of scope. Other
measures of economies of scope are described in the next chapter.

(6.16)

6.3.5 Relationships between short- and long-run cost curves

In the long run the firm is able to use the least-cost combination of inputs to
produce any given output, meaning that it can select the scale appropriate to
its level of operation. This means that its long-run (LAC) curve is an envelope of
its short-run average cost (SAC) curves. This is illustrated in Figures 6.5 and 6.6.

a. Optimal scale

In Figure 6.5 there are no economies or diseconomies of scale, thus unit costs
are constant in the long run and the LAC curve is horizontal. Thus if the firm

231



232

PRODUCTION AND COST ANALYSIS

Unit SAC,

R ——— S

9O
K
0

Output

Figure 6.6. Short-run and long-run average cost functions with EOS and DOS.

wants to increase output from Q; to Q, in the long run it can move from point A
to point B, and unit costs will remain constant at U;. On the other hand, if the
firm wants to increase output from Q; to Q, in the short run it has to move from
point A to point C on SAC,, with its unit costs rising to U, because it will be
getting diminishing returns. We can say that for producing output Q, the scale
or plant size associated with SAC, is the optimal scale; this means that this
scale will result in the minimum average cost. However, for producing output
Q, the scale associated with SAC, is preferable; the scale of SAC, is too large for
this output, and the firm will be unable to spread its fixed costs sufficiently,
unit costs being Us.

When there are economies or diseconomies of scale the situation is made
more complicated. In Figure 6.6 there are economies of scale in the lower
output range up to Qz, and diseconomies of scale in the output range above Qs.
The optimal scale for producing output Q; is the scale associated with SAC;,
since this is the scale that will produce Q; at the minimum unit cost (U,).
However, it should be noted that the reverse is not true: output Q; is not the
optimal output for the scale of SAC;; the optimal output for this scale is output
Q,, since that is the most efficient output for this scale, at the minimum point
of the SAC; curve, where unit costs are U’;.

The student may well ask at this point: what is going on here? Well, to be
fair, even the economist Jacob Viner, who originally drew these graphs, did not
know to begin with. The story goes that he asked his draughtsman to draw
a long-run average cost curve as a U-shaped envelope going through all the
minimum points of the short-run cost curves. The draughtsman then pointed
out that this could not be done, but Viner insisted that the curve be drawn in
this way. There was a sequel to this episode, which has become part of the
legend relating to John Maynard Keynes. Viner also expressed his lack of
admiration for Keynes’s work in the 1930s, and when Keynes was asked
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Figure 6.7. Minimum efficient scale.

whom he regarded as the greatest living economist, he replied that modesty
forbade him from naming the greatest, but surely the second greatest was
Jacob Viner’s draughtsman!

It can be seen that only if the LAC curve is horizontal as in Figure 6.5 will it
pass through all the minimum points of the SAC curves. If there are economies
of scale it means that it is more efficient to use a larger scale at less than
maximum efficiency than use a smaller scale at maximum efficiency, because
more is gained from economies of scale than is lost from a failure to spread
fixed cost. Thus in order to produce Q, it is better to use the scale of SAC,,
resulting in unit cost U,, than to use the scale of SAC;, resulting in the higher
unit cost U;.

We have to be careful therefore in using the concept of optimal scale or
plantsize; a scale can only be optimal for a given output. It is true that the most
efficient scale in general is the one associated with SACs, since this is the scale
where unit costs are minimized in the long run. However, this scale would not
be optimal for producing output Q; or Q, because it is too large and the firm
would be unable to spread its fixed cost sufficiently. It may well happen that
the size of the market is not sufficient to justify the use of a larger scale, even if
such a scale is capable of reducing unit cost at a larger level of output.

b. Minimum efficient scale

The minimum efficient scale (MES) is defined as the smallest scale at which
long-run average cost is minimized. In Figure 6.6 this is the scale of SACs.
However, as will be seen in the next chapter, not all LAC curves in practice
turn out to be U-shaped; in some industries the LAC curve may take an L-shape;
in this case the minimum efficient scale is where the curve flattens out, shown
by output Q, in Figure 6.7.

¢. Multiplant production

In the analysis to this point we have tended to use the terms ‘scale’ and
‘plant size’ interchangeably, although it has been pointed out that economies and
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diseconomies of scale can occur at three different levels: product, plant and firm.
For firms that operate just one plant the optimal plant size and optimal scale are
synonymous. However, many firms operate more than one production facility.
Sometimes these facilities involve the same stage in the production process, in
which case the firm is said to be horizontally integrated. If the facilities
operate at different stages of the production process, for example with a
car manufacturer using different plants for pressing body panels, paint
spraying and assembly, the firm is said to be vertically integrated. The
analysis of optimal plant size is more complicated in this situation. It may
be, for example, that the LAC curve is U-shaped if a firm operates a single
plant, because as the plant size increases beyond a certain size,
diseconomies at the plant level occur. The firm may be able to avoid these
by using two or more smaller plants at minimum efficient scale; in effect
this makes the LAC curve L-shaped and enables the firm to produce at lower
unit cost.

6.3.6 Strategy implications

Managers must make decisions regarding optimal plant size and scale of
operation in a dynamic environment. Demand may change unexpectedly,
given the large range of uncontrollable factors affecting it discussed in
Chapter 3. In this situation, managers must be prepared for the eventuality
that there may be a mismatch between the quantity that the firm produces and
the quantity that it sells.

If the LAC curve is U-shaped or L-shaped a firm might find that a change
in demand might cause a problem in the short run, in that to meet the
change in demand might require producing at above the minimum level of
long-run average cost in the short run, in other words above the LAC curve.
For example, referring to Figure 6.6, a firm may plan for output Q, and
therefore operate at the scale of SAC,; demand may then increase so that
the quantity of Q3 is demanded at the existing price. There are now various
strategy options for the firm, each of which has certain advantages and
disadvantages.

1. Produce Q3 with the existing scale. Unit costs will rise in this case, from U, to
U'5. The firm may therefore plan to increase its scale in the future, but only if it
regards the increase in demand as being likely to continue.

2. Continue to produce Q,, and use inventories to meet the excess demand. In this
case the firm is using inventories as a buffer to meet changes in demand, so
that in the case of an unexpected shortfall in demand, inventory levels would
be allowed to rise. This allows the firm some time to assess whether the change
in demand is likely to be a lasting one. However, there is a cost: additional
inventory levels involve additional holding cost.

3. Continue to produce Q,, and use order backlogs to meet the excess demand. This again
is only appropriate if the increase in demand is seen as temporary. Otherwise the
firm’s order books will continue to increase in length, as will the waiting time for
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customers to receive the product. The cost of this strategy is that increased
customer waiting time will result in a loss of customers, so the firm will have
to assess how sensitive its customers are to increases in waiting time.

4. Increase the price to a level where only Q, will be demanded. This may be
regarded as a temporary measure if the increase in demand is seen as tempor-
ary; it may also be a temporary measure if the increase in demand is seen as a
lasting one, while the firm takes the necessary time to increase its scale. The
cost in this case is that the increase in price, even if temporary, may resultin a
loss of customers, who may not return later even if the price is reduced to its
former level. The firm may lose some goodwill if it is seen as exploiting
customers in the event of a shortage.

A more detailed discussion of the implications of the different strategies
would require more information and the analysis introduced in Chapter 8.

6.4 The learning curve

There are many situations, not just in business but also in everyday life, where
we learn better ways of doing something over time. Examples are playing
tennis, using a keyboard, driving a car, or solving problems in managerial
economics. In the workplace the factors that are involved are increased famil-
iarization with the tasks involved, improvements in production methods,
more efficient use of raw materials and machinery and fewer costly mistakes.
These factors are obviously interdependent. The improvement in perfor-
mance can be measured in a number of ways, depending on the situation,
but the most common are in terms of unit cost or unit time to produce a
product. This improvement is a function of experience, although when the
concept was originally used in the 1930s in the analysis of aircraft production,
the reason proposed for the learning curve effect was the learning by produc-
tion workers, resulting in direct labour costs being reduced. It was only later
that additional benefits in terms of production methods and indirect labour
and other costs were considered. Hence, although the term experience curve
is often used interchangeably with learning curve, some economists claim
that there is some difference between the two concepts.” Experience is nor-
mally measured in terms of cumulative output, that is the total output since
production of a product began. Thus we can express the learning curve
relationship as:

U =f(T) (6.17)

where U is some measure of unit cost and T represents cumulative output.

Itis important to note that this function is fundamentally different from the
normal cost functions analysed so far, because of the nature of cumulative
output. This means that the learning curve is neither a short-run nor a long-run
cost function but can apply to any time horizon. Its effect is to cause the cost
functions considered so far to shift downwards over time.
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Figure 6.8. The learning curve.

We expect the relationship to be an inverse one if we learn from experience,
but everyday experience of the experience curve(!) tells us that we tend to learn
relatively quickly to begin with, and then our rate of learning slows down
because of the familiar law of diminishing returns. Thus we would normally
expect the situation that is shown in Figure 6.8.

This indicates that the appropriate mathematical form of the relationship is
a power function:

U=al’ (6.18)

where U is normally measured as the marginal cost of a unit. The parameter b
has a negative value, indicating an inverse relationship between marginal cost
and cumulative output.

Learning curves are often described in terms of how a doubling of cumul-
ative output affects marginal cost; if such a doubling results in a 20 per cent
reduction in marginal cost it is said that the learning rate is 80 per cent. This
learning rate is given by 2”. The mathematical proof of this is as follows: let the
initial cumulative output=T; and the initial marginal cost=U;; then the
marginal cost of double the output = a(2T;)” = 2°(aT?;) = 2°(U,).

This means that every time cumulative output doubles the marginal
cost becomes 2" times what it was previously. Other aspects of interpretation
of the learning curve, its estimation and use in forecasting, and the
results of empirical studies, are discussed in the next chapter, along with a
numerical example.

6.5 Cost-volume-profit analysis

6.5.1 Purpose and assumptions

Cost-volume-profit (CVP) analysis examines relationships between costs,
revenues and profit on the one hand and volume of output on the other. It is
applied mainly to short-run situations. It is also sometimes referred to as
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Figure 6.9. CVP graph: non-linear cost and revenue functions.

break-even analysis, but this term is somewhat narrow in scope; a firm’s
break-even output is specifically the output where the firm makes zero profit.
CVP analysis covers a broader range of situations. The easiest approach is
graphical.

On the basis of the analysis in the previous sections and assuming
normal demand conditions (a downward-sloping demand curve), the graph
shown in Figure 6.9 may result. In this situation the total cost curve is a
cubic and the revenue curve is a quadratic. There will be two break-even
outputs, and between them there will be a profit-maximizing output (not
shown yet).

Although such situations can be analysed using CVP methods, it is more
common to make the following assumptions:

1 MCis constant at all levels of output. This implies that the total cost function
is linear, and the justification of this was given in subsection 6.2.7.

2 Firms are price-takers, meaning that they are operating under conditions of
perfect competition.

The advantage of the above assumptions is that they result in linear total cost
and revenue functions, thus simplifying the analysis mathematically. This
situation is shown in Figure 6.10.

In this case there is only one break-even output; if the firm produces less
than this it makes a loss (L, at output Q,) and if it produces more it will make a
profit (I1; at output Q,). The more the firm produces the more profit it makes
under the above assumptions.
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Figure 6.10. CVP graph: linear cost and revenue functions.

6.5.2 Break-even output

This can be derived mathematically, using linear cost and revenue functions.
The revenue function, R=PQ, is set equal to the cost function, C=a+bQ, and
we then solve for Q:

PQ =a+bQ

QP-b)=a
This gives the following expression for the break-even output:
BEO =a/(P —D) (6.19)

where a =fixed cost, b=average variable cost, P =price. The denominator in
this expression, (P —b), is often referred to as the profit contribution.

6.5.3 Profit contribution

This is defined as the money amount that each unit sold contributes to fixed
costs and profit. It is best explained with an example. A firm may have fixed
costs of £10,000 per month and variable costs of £12 per unit; the market price
may be £20.

Profit contribution(I7¢) = 20 — 12 = £8
To interpret this it is necessary to find the break-even output:

BEO = 10,000/8 = 1,250 units per month.
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If the firm produces 1,251 units, I7 =£8; if it produces 1,252 units, /7 =£16.
Thus the firm is contributing £8 to profit for every unit it produces above
break-even output.

If the firm produces no output it makes a loss of £10,000 (its fixed costs); if it
produces 1 unit it makes a loss of £9,992. Thus the firm is contributing £8 to
fixed costs for every unit it produces below break-even output.

6.5.4 Operating leverage*

The degree of operating leverage (DOL) refers to the percentage change in
profit resulting from a 1 per cent change in units sold. This can be expressed
mathematically as:

DOL =2—"" (6.20)

Thus it can be interpreted as an elasticity of profits with respect to output
and can be measured in a similar way to the demand elasticities in Chapter 3:
air/m
DOL=———=4dlI/dQx Q/II (6.21)
aq/q ~ MY
With linear cost and revenue functions the profit function must also be linear,
therefore the DOL will vary with output. It will always be largest close to the
break-even output. In the above example, if the firm is producing 1,500 units
per month, the DOL is calculated as follows:

C =10,000 + 12Q

R =20Q

IT = 8Q — 10,000 = £2,000 at output of 1,500 units
DOL = 8 x 1,500/2,000 = 6

The interpretation of this result is that a 1 per cent increase in output will
increase profit by 6 per cent.

6.5.5 Limitations of CVP analysis

CVP analysis can be a very useful aid to managerial decision-making, as illu-
strated in the following solved problems and case studies. There are, however,
some important limitations of the technique. The main one is the set of
restrictive assumptions on which it is often based. Profit does not usually
increase linearly with output; many firms will have to reduce price in order
to increase sales because they are not price-takers. Furthermore, as output
increases they are likely to face diminishing returns as they approach capacity
in the short term; inefficiencies and the payment of overtime wages may
increase unit variable costs.
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In the long run a number of factors may invalidate the simplified analysis
above. The firm may change its capacity, thereby changing fixed costs. It may
also change the quality of its products and its product mix. Therefore, as with
other decision tools, CVP analysis must be used with care.

6.6 A problem-solving approach

This approach is designed as an aid to solving CVP problems. As with problems
in demand theory students may ‘know’ the principles but sometimes do not
know how to apply them to practical problems. Assuming linear cost and
revenue functions, all CVP analysis is based on the following five equations:

1 Cost C=a+bQ (6.22)
2 Revenue R=PQ (6.23)
3 Profit II=R-C (6.24)
4 Break-even BEO =a/(P —D) (6.25)
5 Profit contribution IHe=P-b (6.26)

At this point it is necessary to review some basic algebraic principles.
The equations often have to be used in a sequence. The key to success is
using the equations in the correct sequence, starting off with values that are
known and working towards the required unknown. If the equations are
used in the wrong sequence there will be too many unknowns to solve the
equation. However, in more complex problems, like SP6.2 below and the
Nissan study (Case study 6.3), the existence of an equation with two or more
unknowns does not necessarily create an impasse; it may be necessary to
treat the problem as a system of equations that need to be solved simul-
taneously. In the case where there is an equation with two unknowns we
have to find another equation in the same unknowns. If we have two equa-
tions in four unknowns then we need another two equations in the same
unknowns to solve the system. The mathematical rule is that we always need
the same number of equations as unknowns in order to solve for the unknowns.
This does not guarantee a solution in general terms; it is a necessary condi-
tion, but not a sufficient one. However, in linear CVP problems the rule is a
useful one.

There is one other useful aid to solving these more complex problems: it is
often helpful to tabulate the data in a T-table with two columns, one relating to
each entity, before processing it, as illustrated in SP6.2. This step can help to
identify which equation or equations to use in order to begin the analysis.
These principles are now applied in the following two problem:s.
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SP6.1 CVP analysis

Last month Susie Q sold 24,000 litres of ice-cream. The variable costs
were £2.70 per litre and each litre contributed 25 per cent of its revenue
to fixed costs and profits. It has just discovered a new supplier which will
enable it both to reduce its cost by £0.40 per litre and to improve its
quality. However, it estimates that it will have to spend another £3,000
on advertising per month to inform customers of the improvement.
Profits last month were £10,000.

a. What is the previous month’s cost function?

b. What is the new cost function with the new supplier?

c. How many litres will Susie Q have to sell to increase profit by 20 per
cent, assuming it keeps its price the same?

d. If Susie Q can raise its price by 10 per cent, what difference will this
make to the sales in (c) above?

Solution

a. Q=24,000, AVC=£2.70, I1c = 0.25R/Q = 0.25P, IT =£10,000
We want C=a + bQ.
We know b=2.7, so have to find a.
Cannot use equation (4) because BEO also unknown.
So we have to find C from (3), but this means finding R first from (2); in
turn this means finding P from (5).
Thus the correct sequence of using the equations is (5), (2), (3), (1).

(5)TIc=P—b
025P=P—2.7
0.75P = 2.7
P=36
(2) R=PQ
R = 3.6 x 24,000 = 86,400
(3) I=R-C
10,000 = 86,400 — C
C = 76,400

(1) 76,400 = a + 2.7 x 24,000
76,400 = a + 64,800

a = 11,600
C=11,600+2.7Q
b. C=14,600+2.3Q
c. From(3),12,000 = 3.6Q — (14,600 + 2.3Q )
26,600 = 1.3Q

Q = 20,462 litres
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d. 12,000 = 3.96Q — (14,600 + 2.3Q)
26,600 = 1.66Q
Q =16,024litres

SP6.2 CVP analysis

Lite and Brite produce lamps which they sell for £40. Lite has fixed costs
of £8,000 less than Brite and average variable costs of £33, which is 10
per cent more than Brite. Lite has a break-even output which is 15 per
cent less than Brite, and produces 25 per cent less revenue than Brite.
Lite also makes £12,000 less profit than Brite.

a. Calculate the cost functions of both firms.
b. Calculate the outputs of both firms.
c. Calculate the profits of both firms.

Solution

This type of problem, which we can call a ‘two-firm’ problem, is
sometimes approached more easily by setting out the data in tabular
form, as shown in Table 6.2; this helps us to see the relevant
relationships more easily, thereby providing a handle to start the
analysis. No calculations are performed at this stage.

a. 33 = 1.1(AVC)
AVCg = 30
BEO; = FC; /(40 — 33) (1) 7BEO, = FC;
BEOy = FCy/(40 — 30) (2) 10BEOp = FCz

We have two equations in four unknowns, so we need two more
equations in the same unknowns:

(3) FC, = FCy — 8,000

Table 6.2. CVP data For two-firm problem

Lite Brite
Price £40 £40
FC —£8,000
AVC £33
AVC +10 %
BEO —15%
Rand Q —25%

Profit +£ 12,000




Cost theory

(4) BEO, = 0.85BEO

We need to reduce these four equations to one equation in one
unknown, e.g. BEOg.

7BEO;, = FCy — 8,000
7(0.85BEOg) = FCg — 8,000
5.95BEO; = 10BEO; — 8,000
4.05BEOg = 8,000
BEOg = 1,975
FCp = 19,753
C.=11,753+33Q, Cp=19,753 + 30Qz
b. (1) II;=7Q —11,753  (2) IIz=10Qyz—19,753

Again we have two equations in four unknowns, so we need two
more in the same unknowns:

(3) HL:HB—12,OOO RL:0-75RB’ butPL:PB

4) Q.=0.75Qz
7Q, — 11,753 = 10Q — 19,753 — 12,000
20,000 = 10Qs — 7Q, = 10Qs — 7(0.75Qz) = 10Qp — 5.25Qp = 4.75Qz
Qs = 4,211
Q. = 3,158
c. IT; = £10,353 ITy=£22,353

SP6.3 Mathematical analysis of cost relationships*

XTC Ltd has total costs of £45,000 and it is currently producing 5,000
units. It has examined its cost structure and has found that, of its variable
costs, half vary in a linear relationship with output; the other variable
costs increase by £1 for every 1,000-unit increase in output. Fixed costs

are £10,000, and these determine the capacity of 6,000 units. The market
price is £10.

a. Determine the MC, AVC and ATC functions for the firm.
b. Determine the current profit of the company.
c. Determine the degree of operating leverage at current output.
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Solution

a. TVC =45,000 - 10,000 = 35,000

VC; has a linear relationship with output, so AVC; = MC; = constant.
MC; =17,500/5,000 = 3.5

MC; = a + 0.001Q where a is a constant

VC, = 17,500/(a +0.001Q) = 17,500

[aQ + 0.0005Q?] = 17,500
5,000a + 0.0005(5,000)* = 17,500
5,000a = 5,000
a=1
MC, =1+ 0.001Q
MC = 4.5+0.001Q
TC = 10,000 + 4.5Q + 0.0005Q 2
AVC = 4.5+0.0005Q
ATC =10,000/Q +4.5+0.0005Q

b. TC = 10,000 + 4.5(5,000) + 0.0005(5, 000)?
TC = 45,000; TR = 10 x 5,000 = 50,000

IT = £5,000

c. DOL = dI1/dQ x Q/IT
IT=10Q — (10,000 + 4.5Q + 0.0005Q?)
dI1/dQ =5.5—0.001Q = 5.5 — 0.001(5,000) = 0.5
DOL = 0.5 x 5,000/5,000
DOL=0.5
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Case study 6.2: Converting to LPG - is it worth it?

Green fuel runs out of gas®

The cost of converting a car to run on liquefied
petroleum gas (LPG) is about £1,500 in the UK,
towards which a government grant would contribute
about £700. From September 1 2004, LPG will on
average cost 40.7p per litre, compared with 79.1p for
ordinary unleaded petrol. However, LPG cars usually
have slightly worse fuel consumption, losing about
13% in terms of miles per gallon.

Questions

Fast-Trak company owns a fleet of 20 cars, which are
bought new and are used for 30,000 miles over two
years before being sold off. The cars average 30 miles

Case study 6.3: Rescuing Nissan

On the rocky road to marriage®

Avyear ago it looked like mission impossible: rescuing
Nissan after Renault had bought a controlling stake.
Now Carlos Ghosn'’s recovery plan may be working,
putting a full merger on the cards

Since last July, Mr Ghosn'’s job has been to rescue
Japan'’s ailing car manufacturer; he is chief operating
officer, but collects the title of president after this
summer’s general meeting. With the title goes a
heavy responsibility. Nissan’s plight is awful: losses in
seven out of eight years, a domestic market share that
drifted to an all-time low of 19% last year, and a pile
of debt, totalling ¥1.4 trillion, plus ¥1.2 trillion in its
financing division. ‘It looked like mission impossible,’
he admits, but we are on track to make profits in
fiscal year 2000, ending next March. If we don't do
that, we won't be credible.’ [In 1999, Nissan's
revenue was ¥6.3 trillion, and it made a loss of ¥30
billion.]

You do not have to be a rocket scientist to realise
that a car maker able to make 2.4m vehicles a year in
Japan, but producing fewer than 1.3m, is running its
plants at a disastrously low level. To reach 75%
utilisation, at which point most car firms break even,
capacity needs to shrink by at least 30%. Under
Mr Ghosn's plan, Nissan’s domestic capacity is to

to the gallon (imperial) on petrol. The conversion to
LPG does not affect the price in the secondhand
market.

1 Calculate the profit contribution per hundred
miles of LPG compared with unleaded petrol, for
one of Fast-Trak’s cars.

2 Calculate the break-even mileage for the cars
with the LPG conversion.

3 Calculate the effect on the profit of Fast-Trak of
converting to LPG.

4 The government wants to encourage the use of
LPG to protect the environment by reducing the
break-even mileage to 10,000 miles; how large a
grant should it offer for the LPG conversion?

drop to a more realistic 1.65m units a year by 2002,
maybe raising utilisation to 82%. First to go, by March
2001, will be the assembly plants at Murayama near
Tokyo, the Nissan Shatai factory in Kyoto and the
Aichi Kikai Minato plant in Nagoya. Next will be the
Kurihama engine plant in Kanagawa and the Kyushu
engine shop in Fukuoka.

Buttressed by his Renault experience, Mr Ghosn
is likewise ignoring internal opposition to his
changes at Nissan. His view is that the situation had
become so desperate under the old regime that it
had lost all credibility, so he has carte blanche to
sort things out. But he is no autocrat. When he
arrived last July, he formed nine cross-functional
teams (CFTs) of middle managers to come up with
plans to transform the company. According to
Kiyoaki Sawada, a senior finance manager leading
one team, these are not like ordinary project teams.
‘We had those before, but everybody just
represented their department’s interest,” he says.
The new teams are different.

The CFTs were a device that Mr Ghosn first used in
America to bring about the merger of Michelin and
another tyre company, Uniroyal Goodrich. He also
installed them in Renault four years ago. He is
hooked on the cross-functional approach, for several
reasons. It works in a crisis, he says, because people
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can understand the need for rapid action. It makes
people act outside their specific areas. ‘In most
companies people make a specific contribution to
the company in their function,” he says. ‘But it is not
expressed in terms of profit, only in terms of
performing their function better.” Instead Mr Ghosn,
who meets all the teams monthly, gets them to focus
on profit creation, which he reckons lies in the
interstices of different company functions. ‘Profit is
the most global aspect of a business, and it is cross-
functional.’

The first product of the teams helped to form the
basis of the Nissan revival plan unveiled last October.
In the land of lifetime employment (at least for many
workers in big companies), Mr Ghosn shocked Japan
by announcing the closure of five factories
employing over 16,000 people in Japan alone,
cutting capacity by 30% to bring it more into line
with sales and boosting utilisation rates to around
the 80% rate.

Already machinery is being moved out of the
doomed plants into those that will survive, and some
workers have been transferred. Strong demand in the
American market (and to a lesser extent in Europe)
means that production is actually running about 10%
higher than last year, so extra labour is needed in
some other Japanese factories. Mr Ghosn hopes to
avoid actually sacking workers, which is expensive in
Japan. The second phase of his plan - to rationalise
the Nissan and Renault distribution and dealer
networks in Europe — has just been announced, and

Case study 6.4: Earls Court Gym

The management at Easyloan Bank is interested in
offering a corporate fitness programme for its
employees. It has decided to offer a 50 per cent
subsidy to all who participate. The gym has agreed
to offer the bank a 20 per cent discount on all fees
for its employees, provided that they all have the
same terms of membership. The bank's
management observe from the membership
information (Table 6.3) that there are various
membership options. From a survey of its
employees it establishes that they would use the

PRODUCTION AND COST ANALYSIS

aims to produce savings of about $1 billion. Mr Ghosn
hopes to cut costs at Nissan's British plant, already
Europe’s most efficient, by 30%, but thinks more pain
is inevitable.

Questions

Assume:

a. The second phase of the Ghosn plan does not
come into effect until after the year 2000.

b. The target operating profit for 2000 is 100 billion
yen.

c. Nissan earns 70 per cent of its revenues from
vehicle sales and that other operations break even
and will do the same in 2000.

d. Average prices of vehicles sold are kept at the
same level as 1999.

e. Taxes are not included in the figures given.

1 Calculate the average price of vehicles sold.

2 Calculate average variable costs for 1999 and the
target for 2000.

3 Calculate the size of the overall Japanese vehicle
market in 1999.

4 If Nissan can reduce its variable costs in vehicle
production by 5 per cent in 2000 compared with its
target, estimate the effect on profit and return on
sales.

Explain any assumptions in the above analysis.

gym only. Of their visits, 75 per cent would be during
weekdays and 25 per cent at weekends. Half their
weekday visits would be before 12 noon and the
other half would be after 5 p.m.

Questions

1 Identify the feasible membership options and
express these as cost functions for the bank.

2 Draw a graph showing the above options and
explain how the bank’s management should
select the optimal one.
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Summary

1 The relevant costs for decision-making involve opportunity costs, replace-
ment costs and incremental costs.

2 The nature of a firm’s production function determines the nature of'its cost
functions, both in the short run and in the long run.

3 Managers want to know the type of cost function their firm has in order to
make pricing and other marketing mix decisions, and to forecast and plan
for the level of costs and inputs for producing a given level of output.

4 In the short run the law of diminishing returns causes marginal cost, average
variable cost and average total cost to rise beyond a certain level of output.

5 The most efficient level of output in the short run for a given plant size
involves a trade-off between spreading fixed costs and getting diminishing
returns.

6 Short-run cost functions can take several mathematical forms: linear, quad-
ratic and cubic.

7 Managers want to know the nature of their firm’s long-run cost function in
order to determine the appropriate plant size.

8 In the long run, unit costs are affected by economies and diseconomies of
scale, which often cause the long-run average cost curve to be U-shaped.

9 Economies of scale are aspects of increasing scale that lead to falling long-
run average costs; diseconomies of scale are the opposite. They can thus be
regarded as the cost advantages and cost disadvantages for a firm or plant in
growing larger.

10 Economies and diseconomies can arise at the level of the product, the plant
and the firm as a whole.

11 Because of uncertainties regarding demand levels there may be a mismatch
between the level of output produced by the firm and its sales; there are a
number of different strategies that firms can use in this situation.

12 Economies of scope arise when there are cost complementarities of produc-
ing products together.

13 The learning curve describes the situation where unit costs are reduced as
cumulative output increases, because of learning better ways of perform-
ing a task or tasks.

14 CVP analysis analyses relationships between output levels and costs, rev-
enues and profits. It is normally based on the assumption that both total
cost and total revenue functions are linear.

Review questions

1 Explain the difference between the explicit cost of buying a textbook on
economics and the opportunity cost, stating any assumptions. How are these
costs relevant for the decision to buy the book?
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2 Explain the relationship between a firm’s short-run production function and
its short-run cost function.
3 Explain whether the following statements are true or false:

a. In the long run a firm might choose to operate a larger plant at less than
maximum efficiency rather than a smaller plant at maximum efficiency.

b. Maximum efficiency is achieved when AVC and MC are equal.

. An improvement in technology will shift the LAC curve upwards.

d. If AVC and price stay the same when there is an increase in fixed costs the
BEO will decrease.

e. A firm can have diminishing returns and increasing returns at the same
time but not economies and diseconomies of scale.

n

4 Explain how the linearity assumption in CVP analysis compares with con-
ventional economic theory.

5 Explain how a firm might gain economies of scope without gaining econo-
mies of scale.

6 Explain why it is important to distinguish between economies of scale and
the learning curve if they both cause unit costs to decrease.

Problems

6.1 Quikpak sells returnable containers to major food processors. The price
received for the containers is £2 per unit. Of this amount £1.25 is profit
contribution. Quikpak is considering an attempt to differentiate its pro-
duct through quality improvement at a cost of 5p. per unit. Current profits
are £40,000 on sales of 100,000 units.

a. Assuming that average variable costs are constant at all output levels,
find Quikpak’s total cost function before the proposed change.

b. Calculate the total cost function if the quality improvement is
implemented.

c. Calculate Quikpak’s break-even output before and after the change,
assuming it cannot increase its price.

d. Calculate the increase in sales that would be necessary with the quality
improvement to increase profits to £45,000.

6.2 Two business students are considering opening a business selling hamburgers
next summer. The students view this as an alternative to taking summer
employment with a local firm where they would each earn £3,000 during the
three-month summer period. It would cost £2,000 to obtain a licence to
operate their stand, £1,000 per month to rent the stand with the necessary
equipment and £100 per month for insurance. Petrol costs are estimated at
£10 per day. Hamburger meat can be bought for £4.00 per kilo and buns cost
£1.20 per dozen. The burgers would sell in 125 gram patties for £1.50 each.
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6.3

6.4

a. Find the accounting cost function for the proposed business.

b. Find the economic cost function for the proposed business.

c. Calculate the level of output where the business would make normal
profit.

d. Cheese slices for the burgers can be bought for £2.40 for twenty slices
and it is estimated that 30 per cent of customers would ask for the
cheeseburgers, with these selling for £1.95. Calculate the effect of this
on the output necessary to make normal profit.

e. If the students can sell 150 burgers a day, 30 per cent with cheese,
estimate the economic profit they would make. Advise them whether
they should enter the business.

Blunt Corporation manufactures calculators, involving a product line of
two models. The current price charged for its B1 model is £8, and profit
contribution is 25 per cent. Sales have been disappointing for this model,
so Blunt is considering a quality improvement at a cost of 50p. per calcu-
lator. Advertising would be increased by £40,000 to promote the improve-
ment. Current profit is £60,000 on sales of 80,000 items per month. There
is a relationship between sales of B1 and B2 models, such that for every
four extra sales of a B1 model there is one less sale of a B2 model, as some
consumers switch from one model to the other. The B2 models sell for £6
and have an average variable cost of £5.

a. Determine the cost function for the B1 model with the changes that
Blunt is considering.

b. Calculate the increase in sales of B1 models necessary with the quality
improvement in order to earn increased profits of £40,000, ignoring the
effect on sales of B2 models.

c. Calculate the increase in sales of B1 models necessary with the quality
improvement in order to earn increased profits of £40,000, taking into
account the effect on sales of B2 models.

Haedoo is presently struggling to survive in the motor car industry.
Competition is increasing and the company is plagued by overcapacity.
Its capacity is 2 million units per year, but it is currently operating at only
70 per cent of this level, and this is resulting in an annual loss of $480
million. Its profit contribution per unit is 25 per cent. Haedoo has now set
targets for its performance in two years’ time: it aims to reduce its capacity
to 1.5 million units and operate at 80 per cent of this level; it aims to have a
profit of $800 million; and in order to achieve its target output and sell it, it
aims to keep its prices the same, while reducing its level of unit variable
costs to 90 per cent of their current level by rationalizing its supply
procedures and standardizing components.

a. Calculate the target average level of price for Haedoo.
b. Calculate the target level of unit variable costs.
c. Calculate the target level of break-even output.
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6.5 Two firms, PRO and CON, produce a homogeneous product, which they
sell at the going market price. PRO has fixed costs that are 40 per cent more
than CON and average variable costs of $21, which is 20 per cent lower
than CON’s. PRO has a profit contribution of 30 per cent of revenue and a
break-even output 4,000 units less than CON’s; it produces 10 per cent
more revenue than CON and makes 660 per cent more profit than CON.

a. Calculate the market price.

b. Calculate the cost functions of both firms.
c. Calculate the outputs of both firms.

d. Calculate the profits of both firms.

6.6 Fyrwood is a firm of mortgage brokers which operates an office in London.
An analysis of its monthly operating costs indicates that it has average
variable costs given by:

AVC = 952 — 0.048Q

where AVCis in £ and Q is the number of mortgages sold. Fixed costs are
estimated at £36,000 per month. Fyrwood charges a fee of £800 for each
mortgage arranged, and 20 per cent of this is paid to its sales consultants.

a. Calculate the volume of mortgages that have to be sold in order to make
a profit of £60,000 per month.

b. Calculate the degree of operating leverage at the above output and
interpret your result.

Notes

1 See, for example, ]J. R. McGuigan, R. C. Moyer and F. H. deB. Harris, Managerial
Economics: Applications, Strategy, and Tactics, 8th edn, Cincinatti: South-Western
College, 1999, p. 348.

2 F. M Scherer, and D. Ross, Industrial Market Structure and Economic Performance, 3rd edn,
Boston: Houghton Mifflin, 1990, chap. 4.

3 ‘Large industrial stoppages in Great Britain’, Employment Gazette, 86 (January 1980).

4 See, ‘for example’, B. D. Henderson, ‘The application and misapplication of the
experience curve’, Journal of Business Strategy, 4 (Winter 1984): 3-9.

5 ‘Green fuel runs out of gas’, The Sunday Times, 28 March 2004.

6 ‘On the rocky road to marriage’, The Economist, 20 May 2000.
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Objectives

1 To explain the importance of cost estimation for managerial decision-making.

2 To explain the different methods of cost estimation and their relative
advantages and disadvantages.

3 To describe the different types of empirical study which are used in cost
estimation.

4 To explain the types of problem which are encountered in statistical cost
estimation.

5 To explain how these problems apply in different ways to short-run and
long-run situations.

6 To explain how these problems can be overcome.

7 To describe and interpret the different types of cost function in mathemat-
ical terms.

8 To explain the specification and estimation of the learning curve.

9 To examine and interpret the findings of various empirical studies.

7.1 Introduction

After discussing the theory of demand in Chapter 3 we proceeded to examine
the estimation of demand functions in the following chapter. Now that we
have discussed the theoretical aspects of production and cost we need to
examine the estimation of cost functions.

7.1.1 Importance of cost estimation for decision-making

We have already seen in the previous chapter why managers need to understand
the nature and application of cost functions in various aspects of decision-
making. Since these functions are not self-evident, they have to be estimated
using an appropriate method. Managers cannot apply their knowledge of the
firm’s cost functions unless these have been estimated in the first place.
Therefore, cost estimation is important for the same reasons as an understanding
of cost theory, that is:

1 To determine the pricing of the firm’s products.
2 To determine the other components of the marketing mix.
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3 To determine the optimal output of the firm in the short run and the
relevant input mix.

4 To determine the optimal scale of operation of the firm in the long run.

5 To determine whether to accept or refuse an order from a potential customer
at a particular price.

6 Todetermine the impact of potential mergers and acquisitions on unit costs.

7.1.2 Types of cost scenario

The word scenario is used here to indicate a distinction between a cost
function’s time period and a cost function’s mathematical form. Scenario in
this context refers to time period, although we shall see that there is some
relationship between time period and mathematical form.

It is vital for an investigator to determine which type of cost scenario is
desired before collecting the data which are necessary to estimate the relevant
cost function. This is because different scenarios require different types of data
in order to estimate them. Essentially there are three possible main scenarios
involved in cost estimation:

1 The short run - discussed in section 7.2.
2 The long run - discussed in section 7.3.
3 The learning curve - discussed in section 7.4.

The differences between these scenarios have already been explained in the
previous two chapters, but the implications in terms of estimation have still to
be discussed.

7.1.3 Methodology

Aswith demand estimation, there are different methods of estimation that can
be used. However, once again we find that statistical analysis tends to be the
preferred method, with its advantages being essentially the same as for
demand analysis. Most of the remainder of this chapter will examine various
aspects of statistical cost estimation, but before we move on to this it is helpful
to consider two alternative methods of estimation: engineering analysis and the
survivor method.

a. Engineering analysis

This is mainly concerned with estimating physical relationships between inputs
and outputs in order to estimate a production function. This in turn can be used
to obtain the cost function of the firm, once we know the prices of the inputs,
and assuming that the firm produces with economic efficiency. In the short
run the production process will often determine how the inputs are combined.
Technical factors frequently determine, for example, how many workers can
use a particular machine, how many hours a machine can operate in a day,
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how much raw material and what components are required to manufacture a
finished product, how much fuel and power is required, and so on. Often
relationships here may be linear, so that, for example, producing twice as
much output requires twice as much material; sometimes, however, as with
fuel requirements, the relationship may be non-linear; a machine operating
twice as fast may require more than twice as much fuel.

Having established production relationships, the next step is to price these
inputs. This may involve some of the problems mentioned in the previous
chapter, in that accounting data may be historical rather than current. Also
the data may be aggregated in such a way as to make it difficult to estimate
prices for particular types of labour or materials. The final step with this
approach is to derive the cost function on the basis that optimal production
methods are used. This may also present problems, since there may be some
flexibility in terms of input substitution; for example, taking the variable
factors in the short run, one material might be substituted for another, such
as steel for aluminium in car production. Thus the firm has to determine the
least-cost cost function, in other words the cost function that involves produ-
cing each output at minimum cost. This is the familiar mathematical pro-
blem that we have seen in Chapter 5, where the objective is to minimize total
cost subject to a series of output constraints (shown as shifting isoquants).
The only difference is that in this case both inputs are variable in the
short run.

There are three main shortcomings of engineering analysis.

1. Some production processes are highly complex, involving a large number
of inputs. This makes it difficult to determine the mathematical model of the
relationships between these inputs and output. The problem is even more
difficult if there is more than one output and there are interdependencies
between these outputs, for example if a plant is producing different models in
a product line.

2. No consideration is given to indirect costs. Thus management, adminis-
trative and distribution inputs and costs are ignored in the analysis. Since
these are also related to output in practice, they can have a considerable
impact on the firm’s cost function.

3. There is often no consideration of optimization of the input-output
relationships. Existing combinations of inputs and outputs are often used in
the analysis, with no regard as to whether these are optimal. In order to
determine the optimal combinations the aspect of flexibility of input substitu-
tion discussed above must be examined; this can make the analysis consider-
ably more difficult, and may require some costly, and risky, experimentation
by the firm in terms of varying its production processes.

b. Survivor method
This method was originally developed by Stigler," and only applies to long-run

cost estimation. The method does not rely on the use of accounting data, and
therefore avoids the problems arising from the unreliability of such data. The
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method simply involves categorizing the firms in an industry according to
size, observing the industry over a relatively long time period, and recording
the growth or decline of the different size categories. Some conclusion is then
formed regarding the most efficient size of firms in the industry according to
which size categories are growing fastest. Stigler applied this technique to the
steel industry in the United States, using data from 1930 to 1951, and observed
that the medium-size firms (between 2.5 per cent and 25 per cent of industry
capacity) had gained most in terms of total market share. He concluded that
these firms must be the most efficient and that therefore the industry featured
a U-shaped LAC curve. Apart from its avoidance of unreliable accounting data,
the other advantage of the survivor method is its simplicity. It does however
suffer from three serious problems.

1.1t does not estimate costs or unit costs at any level of output, and therefore
is not very useful for most aspects of managerial decision-making. One excep-
tion may be the consideration of mergers and acquisitions.

2. It assumes that the industry is highly competitive, so that firms that are
performing below maximum efficiency will not survive. It thus ignores market
power and barriers to entry, discussed in the next chapter.

3.Itignores changing technology and its impact on optimal size. In the steel
industry for example it has become easier in recent decades for smaller firms
to compete by using smaller plant size with new technology, resulting in unit
costs comparable to larger firms. The survivor method may not reveal such a
reduction in minimum efficient scale if it has only occurred in the more recent
years of the long period under consideration.

c. Statistical analysis

In view of the problems described above, statistical methods are often used to
estimate cost functions. These overcome some of the problems, but are not
without problems of their own, as we shall see. Much of the pioneering work in
this area was carried out by Dean,” who also wrote the first textbook on
managerial economics. He conducted some of the empirical studies that are
discussed later in the chapter. Johnston reviewed and extended this work,” and
much of the material in this chapter is based on their work.

The procedure for statistical cost estimation is essentially the same as for
demand estimation. The same seven steps are involved:

1 Statement of a hypothesis. An example here might be that a firm’s short-run
total cost function is linear.

2 Model specification. This means determining what variables should be
included in the cost function and what mathematical form or forms such a
relationship should take. These issues are again determined on the basis of
economic theory and prior empirical studies; obviously output is the most
important explanatory variable. Various alternative models may be specified
at this stage, since economic theory is often not robust enough to be defini-
tive regarding the details of the form of model.
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3 Data collection. This stage can only be performed after the cost function has
been specified, otherwise it is not known for which variables we have to
collect data.

4 Estimation of parameters. This means computing the values of the coefficients
of the variables in the model. These effects can be measured in different
ways, for example in terms of the marginal effects and elasticities already
discussed. Clearly we must use some technique to estimate these values and
the method of OLS regression will again be used in this context.

5 Selecting the best model. Once several alternative models have been estimated,
it is necessary to examine how well each model fits the data and which
model fits best. The situation is somewhat different here from the demand
situation. In the latter case, as we have seen, economic theory is not usually
robust enough for us to specify a mathematical form. However, in cost
situations, theoretical considerations may be dominant in selecting suitable
forms, as will be seen in the remainder of this chapter. If the fit is not good it
may be necessary to return to step 2 and respecify the model before moving
on to the next stage.

6 Testing a hypothesis. In the example above this is determined by comparing
the goodness of fit, as described in the previous stage.

7 Forecasting. Once the appropriate cost function has been estimated cost
forecasts for different outputs can be computed.

7.2 Short-run cost estimation

Short-run cost functions assume, as we have seen, that at least one factor is
fixed. Thus changes in cost are caused mainly by changes in the level(s) of the
variable factor inputs. This has important implications regarding the type of
empirical study used. Different measures of cost are sometimes used as the
dependent variable, depending on the availability of data; thus the cost func-
tion may be specified as:

Ve =£(Q) (7.1)
TC=a+f(Q) (7.2)
AVC =f(Q)/Q (7.3)

ATC=la+f(Q)/Q (7.4)

MC =f'(Q) (7.5)

In each case it is assumed that there is only one explanatory variable, output.
Once one particular form of cost function has been estimated, other forms can
be obtained mathematically from that form.
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7.2.1 Types of empirical study

Various approaches are possible here. In some cases, experiments can be specifi-
cally designed for the purposes of cost estimation, or panel data may be used, as
discussed in the chapter on demand estimation. However, as with demand
studies, there are two main types of study that can be performed: time-series
and cross-section. Each involves different constraints and problems. These are
explained briefly here and then expanded in the next subsection.

a. Time-series studies

In this case the researcher needs data relating to a specific plant or firm over a
period of time. However, it is important that the time period involved be
relatively short, since in order to qualify as a short-run analysis neither the
size of the plant, the scale of the firm nor the technology in use should change.
There must be sufficient time periods, and there must also be some variation in
production levels from one period to another, for the analysis to be reliable.
Otherwise the estimated coefficients of the variables in the equation will have
large standard errors. To obtain sufficient observations in the short time
period such observations may have to be made at monthly intervals, or even
more frequently. This may pose problems, which are discussed later.

b. Cross-section studies

A researcher can estimate a short-run cost function for an industry by examin-
ing different firms of the same scale. However, a firm can only use a cross-
section study to estimate its particular cost function if it has several plants. Since
managers are usually concerned with the analysis of firm-specific data, this
places a constraint on the use of cross-section studies. If the firm does operate
several plants, these plants must be of the same size, and use the same technol-
ogy, in order for the study to qualify as a short-run analysis. Furthermore, these
plants must all be producing the same product, and involve the same stage of
the production process, in other words the firm must be horizontally integrated.
Again, for the results to be reliable, there must be some variation between the
outputs of the different plants. Given the constraints described above, time-
series studies are more commonly used for short-run cost estimation.

7.2.2 Problems in short-run cost estimation

In Chapter 4 on demand estimation it was seen that there were a number of
problems related to the estimation process. There are again problems with cost
estimation, but they tend to be of a different nature. The main problematic
area is in data collection and measurement, as explained below.

a. Dynamic environment

If time-series analysis is used it must be recognized that the cost function is
really a dynamic relationship that is changing over time. Thus there is an
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identification problem similar to the situation discussed under demand esti-
mation. This means that each observation could relate to a different cost
function if care is not taken to keep other factors equal; if other factors cannot
be kept equal then certain adjustments must be made to the values of the
variables recorded. One of the most important factors that needs to be kept
equal is the product quality; this is more difficult to achieve with a time-series
study, as quality improvements may be being made unknown to the
researcher. This problem of a dynamic environment is explained in more
detail in conjunction with the next problem.

b. Use of accounting data

Researchers are inevitably constrained to using data collected and recorded
by the firm’s accountants. As already seen in the last chapter, this informa-
tion has been collected and recorded for different purposes from those of the
researcher: to conform to legal requirements and externally imposed
accounting standards, and for other external uses like providing shareholder
information. Managers who want to use the data for internal purposes, there-
fore, are faced with a number of problems. The principles involved are the
same as those discussed in the previous chapter: the relevant costs for
decision-making purposes are economic costs rather than accounting costs,
current costs rather than historical costs, and incremental rather than sunk
costs. The application of these principles to cost estimation involves the
following specific aspects.

1. Adjustment for changes in prices. Prices of labour, materials and other
inputs must be adjusted so that current prices are used. The best way of
doing this is to use a specific cost index for the relevant input. Say, for example,
that labour costs were recorded as being £10,000 for a particular time period,
and that wage rates had increased by 12 per cent since then; these labour costs
should be recorded at the estimated current costs of £11,200. If a specific cost
index is not available, a general price index like the wholesale price index can
be used (this is preferable to the retail price index, as being more relevant to
input prices).

2. Measurement of depreciation. Accountants often measure depreciation on
an essentially arbitrary basis from an economist’s viewpoint, for example to
perform easier calculations (straight-line method), or to reduce tax liability.
This means that depreciation is often calculated on a time-related basis,
whereas economists are interested in the usage-related aspect of depreciation.
Furthermore, accountants calculate depreciation based on historical cost,
whereas economic depreciation should be based on replacement value.

¢. Multiproduct firms

We have assumed up to this point that the firm is producing a single product. If
a firm produces different products from different plants cost estimation may

261



262

PRODUCTION AND COST ANALYSIS

not be too difficult; different cost functions can be estimated for each product
from each plant. There is still a problem of overhead allocation, discussed
below, but the situation is still more simple than if more than one product is
produced from a single plant, as is often the case with a product line. There are
two possible approaches to this problem.

1. Combination of products into a single output variable. This is most easily
explained by means of an example. Say that a firm produces two models of car,
model A and model B. In a particular time period a plant may produce 2,000
of A and 3,000 of B. Since the models may have different prices according to the
different production costs involved, it may be preferable to take these prices
into account in measuring total output, rather than just adding the crude
output figures together. Thus if A is priced at £8,000 and B is priced at
£12,000, the total value of output is £52 million for the period. This can then
be divided by an average price of £10,000 to obtain a proxy or combined
measure of output of 5,200 units. This figure can then be compared with
outputs from other periods, provided that once again allowance is made for
any changes in prices, this time of the outputs.

2. Estimating separate cost functions for different products. The main problem
here is the allocation of fixed overhead costs. Accountants again tend to
allocate these on an arbitrary basis, sometimes on the basis of the net realiz-
able value of the different products. Net realizable value is usually defined as
revenues minus direct costs. This basis for allocating overheads causes problems
for the estimation of cost functions because it treats a cost category as being
variable when it is really fixed. The result is that this method can result in
nonsensical cost functions with negative average variable costs, as shown by
Dobbs.* The problem of estimating cost functions becomes even more serious
when there are cost interdependencies among the different products.

d. Timing of costs

It has already been stated that in a time-series approach to short-run cost
estimation the total time period for the study must be of relatively short
duration, and this can necessitate the use of short time intervals, such as a
month or less, for observations in order to obtain sufficient observations. The
lower time limit for these intervals is set by the accounting periods for the
firm. Costs, or at least some costs, may not be recorded on a weekly basis.
However, there is another problem related to short observation intervals,
and this concerns spillover effects. There is a danger of recording costs in the
wrong time period; for example, billing dates may not match production and
usage. Some costs may appear before or after the period to which they relate.
In addition to this, some costs can be scheduled according to convenience
rather than production; this applies particularly to maintenance, which is often
scheduled for quiet periods when production is low. In reality this maintenance
cost is related to previous periods when production levels were higher. Only



Cost estimation

when researchers are very knowledgeable regarding production activity and
the accounting practices of the firm are they likely to be able to avoid these
pitfalls.

In addition to the problems described above, it should also be noted that the
function being estimated is based on actual costs that have been incurred by
the firm(s) in the study; if the firm or firms have not been operating efficiently
the cost function estimated will not be an optimal cost function. It will tend to
overstate the ‘true’ values of the cost parameters.

7.2.3 Different forms of cost function, interpretation and selection

a. Forms

We saw in the previous chapter that cost functions can take a variety of forms
in the short run. The polynomial form is the most common form, consisting
oflinear, quadratic and cubic functions. In each case the relationships between
total cost, average cost and marginal cost were examined. Therefore, as stated
earlier in this chapter, it does not matter which of these is specified in the cost
model, since the other measures can be calculated mathematically from the
measure specified. This is briefly reviewed below.

The marginal cost and average variable cost relationships have been seen to
have a U shape in many situations, because of increasing and then diminishing
returns. This translates mathematically into a quadratic unit cost function of
the general form:

MC=Db+cQ +dQ? (7.6)

We can then obtain the TC function by integration, producing the following
cubic:

TC =a+bQ + (c/2)Q* + (d4/3)Q> (7.7)
In this case FC=a and VC =bQ + (¢/2)Q* + (d/3)Q>
Thus
AFC =a/Q and AVC=b+ (c/2)Q + (d/3)Q* (7.8)
and
ATC =a/Q +b+ (c/2)Q + (d/3)Q? (7.9)

Alternatively, a particular form of TC function may be specified; in this case
the MC function can be derived by differentiation. It can be easily seen that if
the TC function is the quadratic:

TC = a +bQ + Q? (7.10)
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Figure 7.1. Error from mis-specifying the cost function.

then the MC function is linear:
MC =b+2cQ (7.11)
and AVC is also linear, but with half the slope:

AVC =b +cQ (7.12)

An example involving this type of analysis was given as solved problem SP6.3.
The simplest type of cost function is the linear form:

C=a+bQ (7.13)

where FC is given by a, and MC and AVC are both given by b.

b. Interpretation

Although regression analysis can estimate the values of these coefficients, care
must be taken in their interpretation, particularly of the value of a. This is
because the function estimated is only valid over the output range of the data;
this is unlikely to include zero output. Thus the interpretation of the value of a
as being the level of fixed costs often involves a huge extrapolation. If the
function estimated is not valid over other parts of the output range the result
could be a large error in the estimation of fixed costs. In essence this is a mis-
specification error. This is illustrated in Figure 7.1, where a cubic function is
mis-specified as linear.

c. Selection

Since the researcher cannot normally be confident regarding which mathemat-
ical form is the best one to use from a theoretical viewpoint, the procedure
for selecting the best model is essentially the same as for estimating demand
functions: different mathematical forms are estimated, usually linear, quad-
ratic and cubic, and the one which fits best (on the basis of adjusted R?) is
selected.
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7.2.4 Implications of empirical studies

Many empirical studies of short-run cost functions have been conducted, both
at the level of the individual firm and at industry level, since the 1930s. The
landmark studies, which are frequently quoted at length in textbooks, are
those by Dean” in 1941 (hosiery) and Johnston in 1960° (road passenger trans-
port). Both these researchers also estimated cost functions in other industries,
as have other researchers, and there are now extensive studies of the furniture,
food processing, steel, electricity, coal, cement and other manufacturing
industries. It is not necessary to consider any of these in detail here, since
they come to largely the same conclusions. Walters’ has summarized many of
the earlier findings, concluding that they generally do not support the hypoth-
esis of the U-shaped average cost curve. More recent studies also tend to
indicate that total cost functions are frequently linear, with constant marginal
costs, at least in the normal range of output of firms. For example, in a study of
a firm producing plastic containers,® it was found that for all ten products
manufactured by the plant the linear cost function provided the best fit.

Economists have come to some different conclusions based on these find-
ings, in order to reconcile them with the U-shaped average cost curve of
economic theory:

1 The data used have related only to a limited range of output, the normal
output range of the firms studied. As already explained in the previous
chapter, it may well be that the law of diminishing returns only starts to
take effect as firms approach full capacity, perhaps at around 95 per cent of
maximum output. Firms do not normally operate at this level, and indeed
managers try to avoid such operation because of the rising unit costs.

2 The studies have actually been long-run rather than short-run, because
capital inputs have varied, allowing the ratio of labour to capital to remain
constant.

Therefore, it is not necessary to re-evaluate the premises of economic theory in
view of the empirical findings. Furthermore, there is one other finding in
practice that tends to confirm that, ultimately, marginal cost curves must be
rising at higher levels of output. This is the fact that an increase in demand for
a product results in an increase in both the quantity supplied and the price of
the product in the short run. It will be seen in the next chapter that an upward-
sloping supply curve is dependent on an upward-sloping marginal cost curve.

7.3 Long-run cost estimation

Many of the basic aspects of cost estimation in the long run are similar to those
for the short run, thus the structure of this section is the same as for the previous
one. However, we shall see that there are some different types of constraints and
problems associated with the long run, that different mathematical forms are
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often used, and that the implications of empirical studies are of a different
nature.

7.3.1 Types of empirical study

As with short-run studies, empirical studies can be classified into time-series
and cross-section categories. These are now discussed separately, in terms of
the constraints and procedures involved.

a. Time-series studies

In this case it is necessary to use a time period that allows the firm or plant to
experience several changes in capacity; this is because the aim of such a study
is to estimate the effect on costs of these changes in capacity in terms of
economies and diseconomies of scale. We shall see that this creates some
serious problems for this type of study.

b. Cross-section studies

These involve collecting data from firms or plants of different sizes or scales. If
a firm-specific function is desired then this is only possible if the firm has
several plants, each producing the same product, involving the same stage of
the production process and using the same technology, but with the plants
being of different sizes. This constraint may make such a study impracticable,
since it may be that the long-run average cost curve is U-shaped, resulting in
only a certain plant size being efficient. In this situation it would not be
sensible for a firm to operate different plants with different capacities.
However, if a cross-section study is possible, it is generally preferable to a
time-series study, because the problems involved tend to be less serious.
These problems are now examined.

7.3.2 Problems in long-run cost estimation

Since the nature of these problems is different according to whether the study
is time-series or cross-sectional, it is again best to discuss these problems
separately.

a. Time-series studies

The main problem here is that, in order to allow the firm sufficient time to
change its capacity several times, such a long time period is involved that
technology also changes. It then becomes difficult to separate the effects of
increased scale from the effects of improved technology. The problem can
sometimes be overcome by the use of a dummy variable (or more than one
such variable) in the cost function to represent different levels of technology.

Another problem is that the firm may not be operating at maximum effi-
ciency with each plant size. It is always assumed in drawing the long-run
average cost curve as an envelope to the short-run curves that maximum
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Figure 7.2. Estimation error arising from sub-optimal operation of plants.

efficiency is achieved from each scale of operation. This problem may cause
the LAC curve to be estimated wrongly, as shown in Figure 7.2. In this case the
firm moves from point A to point B to point C and it appears that the LAC curve
shows no economies or diseconomies of scale.

Other problems discussed in short-run cost estimation are also often pre-
sent, for example allowing for changes in input prices, the correct measure-
ment of depreciation and overhead costs, and the measurement of output for
multiproduct firms. The problem of changes in input prices becomes greater
in the long run than in the short run. This is because a greater variation is often
present and the longer time period allows managers to adjust input combina-
tions to these different prices. If prices are all adjusted to a particular base, this
ignores these managerial adjustments and prevents an accurate analysis of the
cost-output relationship. On the other hand, the problem of the timing of
costs and the matching of costs to production periods is usually less serious,
since the intervals between observations tend to be longer.

b. Cross-section studies

These studies often avoid some of the more difficult problems above. For
example, the problem of changing technology may not occur if observations
are all made at the same time period. The problem of allowing for changes in
input prices may also not be relevant for the same reason. However, these
problems may not be altogether avoided, for the following reasons:

1 Different plants may use different technologies, especially if they have been
built at different times. As with time-series studies, it may be possible to
allow for this by using dummy variables.

2 Different plants may face different input costs, especially if they are located
in different geographical areas. Labour, raw materials or power and fuel
prices may vary from area to area; transportation costs may also be differ-
ent. It may be possible to allow for these variations by some adjustment to a
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constant base, but this creates the further problem of ignoring managerial
adjustments, described above.

3 Plants may not operate at maximum efficiency, leading to the same problem
as that outlined for time-series studies above, and illustrated in Figure 7.2.

4 Different firms may record accounting data differently, if an industry study
is being conducted. This applies especially to the measurement of deprecia-
tion, the valuation of inventory and the allocation of overhead expenses.
Different firms may pay their labour differently also; this applies particu-
larly to managers, and most recently to managers in high-tech companies
who are often paid largely in terms of stock in the company.

7.3.3 Different forms of cost function

Whereas polynomial functions tend to be the favoured form for short-run cost
functions, it has been seen in the previous chapter that, in the long run, power
functions are the favoured form. These can be expressed as follows (assuming a
single product firm):

C=aQ" (7.14)

In this case we are using the symbol C for total costs, since in the long run there
is no distinction between total costs and variable costs; all costs are variable.
Alternatively, the cost function can be written in log-linear form:

InC=d+b1InQ (7.15)

If a dummy variable is required to indicate a different level of technology this
equation can be expanded to:

InC=d+bInQ +cT (7.16)

where T=0 for the base technology and T=1 for a newer technology.
Obviously additional dummy variables are necessary if there are more than
two different levels of technology.

The advantage of this power form, as we have again seen in the previous
chapter, is that it allows us to estimate cost elasticities, which in turn are an
indicator of the existence of economies or diseconomies of scale. The solved
problem SP7.2 involves this type of analysis, including the problem of allowing
for different technologies.

7.3.4 Implications of empirical studies

Again, much of the early empirical work involving long-run studies was con-
ducted by Dean and Johnston. Both researchers found U-shaped average cost
curves, in the shoe retailing” and building society'’ industries respectively,
although in the first case the rising average costs were not interpreted as due to
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Unit cost

Figure 7.3. Different shapes of LAC curve.

diseconomies of scale. In other studies by Johnston, of electricity, road passen-
ger transport and life assurance, he found declining average costs.

More recent empirical work has examined cost structures in a wide variety
of manufacturing industries, and there have also been studies relating to
service industries such as banking and information technology. Industries
can generally be categorized into three classes:

1 Those with U-shaped LAC curves - specialized retailing and many services.

2 Those with IL-shaped LAC curves - general and chain retailers; most
manufacturing.

3 Those with continuously falling LAC curves - mass manufacturing and
public utilities.

These different situations are shown graphically in Figure 7.3.

The extent of economies of scale in a firm or industry is often measured in
terms of the cost gradient. This measures the increase in unit cost as a result
of a firm or industry operating at a specified percentage of the optimal size,
usually 50 per cent. An extensive summary of studies concerning economies of
scale in manufacturing in the UK, the USA and Germany has been carried out
by Pratten.'' This showed cost gradients at 50 per cent of minimum efficient
scale varying from 1 per cent (in footwear) to 36 per cent (in book printing).

Another method of measuring the extent of economies of scale is to com-
pute the minimum efficient scale (MES) as a percentage of total output in a
national or international market. Certain industries had a higher MES than the
size of the UK market, for example dyes, aircraft and diesel engines. In addi-
tion, many firms featured economies of scale of a non-technical type at the
level of the firm rather than at the level of the plant, with these economies
continuing to occur at much higher levels of output. Pharmaceuticals and cars
are good examples. In the latter case the optimal scale from a technical view-
point has been found to be up to 2 million cars per year,'” but non-technical
economies relating to finance and research and development increase this
optimal output to 5 million cars per year.
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Various empirical studies have also measured economies of scope. Apart
from the measure described in the previous chapter, another measure some-
times used is the percentage increase in average costs that results from produ-
cing only half of the number of models or product forms. With motor vehicle
production this appears to be higher than other industries, at around 8 per
cent; with pharmaceuticals, electrical machinery, office machinery and
domestic appliances the increase has been estimated at 5 per cent.'”

What are the main implications for managerial decision-making arising
from these studies? Some of the most important are as follows:

1 The optimal size of the firm depends on the type of industry in which it is
operating.

2 In some industries like pharmaceuticals and car manufacturing, where the
LAC curve resembles LAC; in Figure 7.3, bigger is better from the point of
view of cost efficiency. This encourages mergers and acquisitions, and also
joint ventures. These are often on an international scale; in silicon chip
manufacturing, for example, Siemens and IBM, Toshiba and Motorola,
NEC and AT&T, all have some kind of agreement between them. In car
manufacturing there have been various international mergers, such as
Daimler-Chrysler and Renault-Nissan; joint venture agreements are also
becoming more common, as firms like Mitsubishi and Chrysler have co-
operated on research and using common platforms.

3 In those industries where the MES is greater than the size of the national
market it is most efficient for production to be undertaken by a multina-
tional firm, in order to gain the full benefit from the economies of scale
available.

There now follow three case studies involving banking, airlines and electricity
generation, all of which have been studied extensively in empirical terms.
These will allow the reader to see how different cost considerations apply in
different types of industry.

Case study 7.1: Banking

There are various theoretical reasons why economies 3 Marketing. Much of this involves fixed costs, in
of scale should occur in the banking industry: terms of reaching a given size of market; large

Specialization of labour. There is considerable
scope for this as cashiers, loan officers, account
managers, foreign exchange managers,
investment analysts and programmers can all
increase their productivity with increased volume

institutions can again spread these costs more
easily.

4 Financial. Banks have to raise finance, mainly from
depositors. Larger banks can do this more easily and
at lower cost, meaning that they can afford to offer
their depositors lower interest rates.

of output.
Indivisibilities. Banks make use of much computer There are also reasons why banks should gain
and telecommunications technology. Larger from economies of scope; many of their products are

institutions are able to use better equipmentand  related and banks have increasingly tried to cross-sell
spread fixed costs more easily. them. Examples are different types of customer



account, accounts and credit cards, accounts and
mortgages or consumer loans, and even
banking services and insurance.

There has also been a spate of bank mergers and
acquisitions in recent years, often involving related
institutions like building societies, investment banks
and insurance companies. Many of these institutions
have been very large in size, with assets in excess of
$100 billion. Examples are Citibank and Travellers
Insurance (now Citigroup), Bank of America and
NationsBank, Chase Manhattan and J. P. Morgan,
HSBC and Midland; both NatWest Bank and Abbey
National Bank in the UK have been the object of
recent takeover bids. This would tend to support the
hypothesis that ‘bigger is better'.

The empirical evidence, however, is not supportive
of the ‘bigger is better’ policy that many banks seem
to be following. A number of empirical studies have
been carried out regarding commercial banking and
related activities, in both Europe and the United
States. Some US studies in the early 1980s found
diseconomies for banks larger than $25 million'* or
$50 million'” in assets, a very small size compared
with the current norm (the largest banks now have
assets in excess of $500 billion). More recently a
greater availability of data has enabled research to be
carried out on much bigger banks, as deregulation in
1980 led to interstate banking in the United States.

7.4 The learning curve
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Shaffer and David'® examined economies of scale
in ‘superscale’ banks, that is banks with assets
ranging from $2.5 billion to $120 billion in 1984.
They estimated that the minimum efficient scale of
these banks was between $15 billion and $37 billion
in assets, and that these larger banks enjoyed lower
average costs than smaller banks.

Many of the studies have been summarized by
Clark in the USA."” In particular, Clark’s conclusions
were that there are only significant economies of
scale at low levels of output (less than $100 million
in deposits). Furthermore, it appeared that
economies of scope were limited to certain specific
product categories, for example consumer loans and
mortgages, rather than being generally applicable.

Questions

1 What shape of long-run average cost curve appears
to be appropriate for the commercial banking
industry?

2 What mathematical form of cost function would be
most appropriate to use to test the existence of
economies of scale in banking?

3 What factors might cause the LAC curve to
flatten out at high levels of output?

4 In view of the empirical evidence, what factors
do you think might be responsible for the
current trends of increasing size and mergers?

The concept of the learning curve was introduced in the previous chapter; it
was seen that there are various factors involved which cause individuals and
firms to learn better ways of doing something with experience. We now need
to consider how to estimate a learning curve in practice.

7.4.1 Types of specification

The general model of the learning curve has been expressed as a power function:

U=al’ (7.17)

which is a repetition of (6.18). However, within this general model, there are a
number of variations in terms of how the variables can be defined and meas-
ured. The T variable almost always represents cumulative output, although
sometimes it is defined as a time variable, showing how unit costs change over
time. There are many possible ways of defining U. It most often relates to a
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Case study 7.2: Airlines

The airline industry has very marked differences in
structure between the United States and Europe. US
airlines were deregulated in 1978, leading to intense
competition on many routes, bankruptcies and
mergers. In Europe the airlines have remained highly
regulated, with governments protecting their own
largely state-owned airlines. The deregulation in the
US has led to much lower fares per passenger-mile
and has caused some radical changes in structuring
and therefore unit costs.

Economies of scale arise if airlines can make use of
a single type of plane. For example, Southwest
Airlines only flies the Boeing 737, while the struggling
US Airways uses a number of different aircraft. This
was largely because US Airways came into existence
as a result of a series of mergers. Southwest can
therefore reduce its maintenance costs, crew training
and scheduling costs compared with US Airways. This
was reflected in the fact that in 1993 its costs were
only 7 cents per available seat mile, compared with
over 11 cents for US Airways.

Economies of scope are also very important in the
airline industry. Clearly it is cheaper for an airline to carry
passengers and freight in the same aircraft than carry
them in separate aircraft. However, the most important
economy of scope arose from a change in routing:
instead of having a large number of point-to-point
services between different cities, airlines like Southwest
and Continental switched to using a ‘hub and spoke’
system. This meant that customers flew from one city to
a central hub, and then from there to their final
destination, as shown in Figure 7.4. This gave these
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airlines a number of advantages. They could fly a much
larger number of routes, in terms of joining city-pairs,
with a given number of aircraft and miles flown. This
would attract more passengers. Since these passengers
all landed at the hub, before being transferred to their
final destination, it allowed the airlines to fill the flights
more comprehensively. It also became possible to
combine passengers with different characteristics more
effectively; thus routes that largely carried business
passengers could now attract vacation customers.'®

The above economies of scale and scope have not
prevented many airlines from getting into serious
financial difficulties recently. Although the events of
11 September 2001 did not help the industry, there
were already many problems brewing in terms of
overcapacity and industrial relations. Many airlines
now appear likely to go out of business unless they
receive government subsidies, a controversial issue
discussed in more detail in Chapter 12.

Questions

1 Explain how you would conduct an empirical study
to investigate the availability of economies of scale
in the airline industry.

2 What implications are there regarding mergers of
different airlines?

3 What disadvantages might be incurred with the
hub and spoke system compared with the point-
to-point system?

4 Explain why the hub and spoke system relates to
economies of scope rather than economies of
scale.

City A

City B

A
\ City D
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Figure 7.4. Hub and spoke airline connections.



Case study 7.3: Electricity generation

This industry has been the subject of many empirical
studies in different countries, going back to the
1950s. These studies have been facilitated by three
factors:

1 Output is easy to measure (electricity produced,
usually in billions of kilowatt-hours).

2 Different companies, or state utilities, have plants
of different sizes.

3 Large amounts of data are available, since
producers often have to record this for regulatory
purposes.

Johnston'? estimated long-run cost functions
using both time-series and cross-sectional data, for
the period 1928-47 and for twenty-three firms.
Although a cubic total cost function was specified, he
found that the cubic term was not statistically
significant in any of the regression equations; the
quadratic term was found to be significant in only six
of the equations, and was positive in three cases and
negative in the other three cases. In general, the
linear total cost model tended to fit best.

Two major studies were conducted in the United
States in the 1970s. Christensen and Greene”® used a
cross-sectional study involving 1970 data for 114
firms, specifying a power model to test for the
presence of economies and diseconomies of scale.
They found significant economies of scale below
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about 20 billion kwh in output, relating to 85 per cent
of the firms and nearly 49 per cent of total output.
Between this output and 67 billion kwh they
observed no significant economies of scale; this
related to another 14 per cent of the firms and 45 per
cent of output. Above this output they found that
diseconomies of scale occurred for the one
remaining firm, producing about 7 per cent of total
output. This pattern of average costs is shown in
Figure 7.5.

Another study by Huettner and Landon®' examined
seventy-four utility firms, using 1971 data, and
specifying a cubic model. Their conclusions were
broadly the same as for the previous study: the LAC
curve was U-shaped.

Since the 1970s there have been great changes in
the electricity generation industry. Alternative
sources of power have become more important,
owing to a combination of market forces,
environmental concern and improvements in
technology. The fossil fuels, coal and oil, have
declined in importance, while natural gas, a much
cleaner fuel, has gained in importance.
Unfortunately, for many utility companies who have
had to buy electricity recently from gas-powered
sources, demand has far outstripped supply, and
prices of gas have soared, in turn causing electricity
prices on the wholesale market to soar. In northern
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Figure 7.5. LAC curve for electricity generation.
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California, for example, electricity prices are now ten
times their level at the beginning of 2000.
Hydroelectric power, from dams, has also become
more popular on a global basis, though this too has
caused environmental and political problems.

When the electricity utility firms were deregulated in
the United States from the 1980s, deregulation posed
problems for many of them. The traditional means of
producing electricity, whether coal- or oil-fired power
stations or hydroelectric plant, involved very high fixed
costs. Being sunk costs, these costs then became
‘stranded’ after deregulation, since electricity buyers
could then buy from out-of-state suppliers; this
practice is known as ‘freewheeling’. Many utility firms
lost customers to these competitive suppliers, which
forced them to move to the left and upwards along
their LAC curves, thereby increasing unit costs; this in
turn made them even less competitive. These and
other aspects of deregulation will be considered in
another case study in Chapter 12.

Improvements in technology have led to cleaner
methods of producing electrical power in recent
years. Although still insignificant in terms of global
market share, wind power is becoming more
important, particularly in countries like Denmark and

Germany. The cost structure of this technology is also
different, and many of the indivisibilities of the older
methods of production are avoided. A large 1.65
megawatt turbine now costs less than £1 million to
build; although this is 20 times that of the 1980s
version, it produces 120 times as much energy. Given
the problems with other sources of energy, in terms
of environmental pollution or volatile costs, wind
power may prove to be a major source of energy in
the future, along with other new-technology sources
like hydrogen power.

Questions

1 Interpret the results obtained by Johnston in terms
of the quadratic terms of three equations being
positive and the quadratic terms of the other three
being negative.

2 Explain the relative advantages and
disadvantages of using power or cubic cost
functions to estimate LAC curves for electricity
production.

3 Explain the meaning of ‘stranded costs’; why are
they a problem?

4 What is happening to unit costs for producing wind
power?

unit cost measure, although sometimes this is only one element of cost, like
labour cost. U can also be defined as the level of input involved in producing a
unit of output, or the amount of time taken to produce a unit of output.

Further variations of the model relate to how these variables are measured:
cost, for example, is most often measured as the marginal cost of the last unit
produced, but it can also be measured as average cost for the current produc-
tion period, or as cumulative average cost since production began. The exam-
ple in Table 7.1 relates to Nuprod plc and illustrates the different possibilities.
In practice it is often easier to specify the model with U being the cumulative
average cost (CAC), since this makes it easier to compute other values and make
various types of forecasts. (CAC) is computed as cumulative total cost divided by
cumulative output (CTC/CQ).

Before moving on to the application of the learning curve, it is necessary to
consider one further aspect of specification. Sometimes it is desired to test
whether a reduction in unit cost over time is caused by the learning curve or by
economies of scale; this can be done by specifying a model that includes both
factors. If we call output Q and cumulative output X, with average cost or
marginal cost being U, the model becomes:

U = aQ’X* (7.18)
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Table 7.1. Nuprod plc: learning curve estimation

Time Output, Total costs, Cumulative total Cumulative output, Cumulative average,
period Q (units) TC(£) costs, CTC(£) CQ (=X)(units) costs CAC (=Y)(£)
January 23 184 184 23 8.00
February 28 122 306 51 6.00

March 29 126 432 80 5.40

April 35 128 560 115 4.87

May 30 115 667 145 4.60

June 45 107 798 190 4.20

Alternatively the model can be specified in logarithmic form. In either case it
separates the learning effect from the effect of economies of scale.

7.4.2 Application of the learning curve

We shall use the solved problem of Nuprod plc to illustrate the application
of the learning curve. There is obviously only a small sample of observations
in this example, with a greater chance of sampling error occurring, but
the simplicity of the situation aids presentation. The main application
of the learning curve, as with other aspects of estimation, is to make forecasts.

SP7.1 Learning curve estimation

Nuprod plc first started producing a particular product in January. It
records output and costs over the next six months as shown in the
accompanying table. Nuprod’s management are planning to produce
fifty units in July.

Time period Output, Q(units) Total costs, T(€)

January 23 184
February 28 122
March 29 126
April 35 128
May 30 115
June 45 107

a. Estimate a learning curve for the data.

b. How well do the data fit a learning curve?

c. Estimate the cumulative average costs for July.

d. Estimate the cumulative total costs for July.

e. Estimate the total costs for July.

f. Estimate the average costs for July.

g. Estimate the marginal cost for the last unit produced in July.
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Solution

The first step is to transform the original data relating to output and
costs into a form that can be used to estimate the relationship. We
can now compute the learning curve equation from the last two
columns, using regression analysis of a power form:

a. Y =19.91X 02970 (7.19)

where Y is the cumulative average cost in £, and X represents cumulative

output in units.

b. It is now necessary to check the goodness of fit by examining the R?.
In this case this is over 99 per cent, showing very strong evidence of a
learning curve. As seen in the previous chapter, the learning rate
can be calculated as 2P. In this case the learning rate is 81 per cent.
The interpretation of this is that every time cumulative output
doubles, the cumulative average cost becomes 81 per cent of what it
was previously.

c. CAC for July: CQ=190+50=240

CAC =19.91(240) °*°7°=£3.91

d. CTC for July: CTC=3.91 x 240 = £938

e. TC for July: TC=938 — 798 =£140

f. AC for July: AC=140/50=£2.80

g. MC for last unit in July:

e = a(b + 1)X? = 19.91(0.2970 + 1)240 027 = £2.75

7.4.3 Implications of empirical studies

As stated in the last chapter, the learning curve was first applied empirically in
the 1930s to aircraft production. Since then it has been applied in many indus-
tries, with the fastest learning rates being found in the production of electrical
components and microcomputing. In both cases the learning rate was estimated
at 70 per cent. For various other industries, for example ball-bearings, plastics,
equipment maintenance and life assurance, the learning rate has been estimated
at below 80 per cent,”” meaning that cumulative average costs are reduced by
more than 20 per cent with a doubling of cumulative output. In oil refining on
the other hand the learning rate has been estimated at only 90 per cent.

In general the learning rate appears to be faster under the following
conditions:

1 Intensive use of skilled labour.

2 A high degree of capital intensity and research and development intensity. **

3 Fast market growth; this compresses the time involved under which learn-
ing takes place.
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4 Supply and demand are highly interdependent, creating a virtuous circle;

thus the learning effect reduces costs and price, and this in turn leads to a
higher quantity demanded, more output and more learning.

7.5 A problem-solving approach

There are many similarities here between cost estimation and demand estima-
tion in terms of general procedure. Essentially the main stages are the same as
in estimating demand:

1 Stating a theory or hypothesis. This must relate in some way to a cost relation-
ship. An example of this is that there are economies of scale in a firm or
industry.

2 Model specification. This involves identifying variables that may be relevant in
the cost relationship, determining the relevant definitions, and considering
the functional form. This will depend to some extent on whether the study is
of a short-run, long-run or learning curve type.

3 Data collection. This involves determining whether to use time-series or cross-
sectional data, and dealing with problems of definition, measurement and
timing.

4 Data processing. This stage involves estimating the parameters of the model(s)
and is largely mechanical, involving calculators and computers with the
relevant programs.

5 Interpretation of results. This combines checking goodness of fit with statistical
inference.

6 Forecasting. This involves substituting relevant values into the estimated
equation, and clarifying any assumptions that are involved.

With most problems that students encounter, the first and third aspects are
not relevant, because they are given a data set to work with, although some-
times some processing of these data is necessary before estimating the relevant
relationship. This is particularly important with the learning curve. The most
fundamental problem is model specification. With most problems that students
face, a linear or polynomial function is used for short-run situations and a power
function is used for long-run situations. As with demand estimation, a lack of
understanding of the theoretical underpinnings of the regression model can
also cause problems; this is particularly relevant in interpreting the significance
of the regression coefficients.

In practice the third stage of the process, data collection, may pose con-
siderable problems to researchers, and these problems have been discussed
in some detail in the chapter to try to give students some flavour of this
aspect.

The following solved problems are intended to acquaint the student with
how to perform the various stages outlined above. Since there are three main
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cost scenarios, short-run, long-run and learning curve, and an example has
already been given of the application of the learning curve, only two further
solved problems need to be presented.

SP7.2 Short-run cost estimation

A study is carried out for DP Corp. regarding its costs and output over a
period of eight months, during which time its capacity has remained
constant. The results are:

Output ('00) 50 64 60 64 70 60 68 76
Total costs (£ '000) 23 29 27 30 35 26 34 42

. Draw a graph of the average cost curve.

. Estimate an appropriate total cost function for the firm.

. Estimate total costs if the firm produces 8,000 units.

. What can be said about returns to scale in the industry? Give your
reasoning.

. Estimate average costs at 8,000 units.
Estimate the marginal cost of the 8,000th unit.

an o
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Solution

a. Graph showing rising average costs.

b. The linear total cost function is C = —16.95 -+ 0.7453Q; R* = 92 per cent
The quadratic cost function is C = 69.16 — 2.027Q + 0.022Q*
The quadratic form is more appropriate since it can be seen from the
graph that average cost is increasing with output. A cubic function could
also be fitted, if a computer were used to perform the necessary
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calculations. This could then be compared with the quadratic function
by examining the adjusted R?.

c. TC=£48,000

d. Nothing; the scale is not changing

e. AC=£47,860/8,000 =£5.98

f. MC = —2.027 + 2(0.022)(80) = £1.49

SP7.3 Long-run cost estimation

A survey is carried out regarding the costs and outputs for eight firms in an
industry that have different plant sizes. Some of the firms use a newer
Hiflow (H) technology, whereas the others use the older Loflow (L) technol-
ogy. The results are:

Firm A B C D E F G H
Technology L L L H L H H H
Output ('00) 60 134 90 178 84 200 152 108

Total costs (£ '000) 28 56 40 51 38 52 45 35

a. Estimate an appropriate cost function in the industry.

b. Does the newer technology significantly affect costs? If so, by how
much?

c. What can be said about returns to scale in the industry? Give your
reasoning.

d. Estimate costs for a firm using the newer technology that produces
12,000 units.

e. Estimate the marginal cost of the 12,000th unit for the firm above.

Solution

a. Specify power function for long run, and estimate two models: one
ignoring technology; the other incorporating the differences in tech-
nology using a dummy variable (T =1 for Hiflow).

1 C=23.995°**¢0r In C =1.385 + 0.4946In Q; adj. R* = 71.9 per cent
2 In C=0.147 +0.787In Q — 0.305T; adj. R* = 97.6 per cent

b. Yes, t-statistic = —8.006, p = 0.000.
Cost is reduced by 30.5 per cent, other things being equal.

c. Economies of scale, since coefficient of In Q<1 every 1 per cent
increase in output only increases total costs by 0.787 per cent.

d. InC=0.147 4+ 0.787 In (120) — 0.305 = 3.610
C=£37,000

e. MC = 0.4946 (3.995) (120)*494¢~1 % 1000/100 = £1.76
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Summary

10

Cost estimation is important for managerial decision-making for many
reasons: determining the optimal marketing mix, determining the optimal
output and scale of the firm, and various types of forecast which can be
used for determining whether to accept contract offers or engage in mer-
gers and acquisitions.

There are three main cost scenarios: the short run, the long run and the
learning curve.

Statistical methods are the most sophisticated and popular methods for
estimating costs.

Statistical methods involve essentially the same procedural steps as with
demand studies.

Time-series studies are generally used more in short-run situations while
cross-sectional studies are more common for long-run situations.

Many of the problems in the statistical estimation of cost functions are
concerned with definition and measurement relating to the use of account-
ing data.

Polynomial cost functions are used more to specify shortrun functions
while power functions are used more to specify long-run ones. However,
the quadratic form can be used for long-run average cost functions if there
are economies of scale and diseconomies of scale in different ranges
of output.

Empirical studies indicate that short-run total cost functions are often linear,
with constant marginal costs; most economists interpret this as meaning
that these firms are operating at substantially less than full capacity and are
therefore not suffering from the law of diminishing returns.

Empirical studies indicate that the type of long-run cost function depends
on the industry in which the firm is operating. Some industries, particu-
larly those involved in mass production, have a greater incidence of tech-
nical economies of scale.

The learning curve is also more relevant in industries where mass pro-
duction is used, where there is a significant amount of skilled labour, and
where there are substantial interdependencies between supply and demand.

Review questions

1 Explain the relative advantages and disadvantages of time-series and cross-
section studies for estimating cost functions in the short run.

2 Explain the relative advantages and disadvantages of time-series and cross-
section studies for estimating cost functions in the long run.

3 Explain the relative advantages and disadvantages of using a polynomial cost
function compared with a power function for a long-run analysis.
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4 If a polynomial cost function is used for short-run analysis, how should one
determine what degree of polynomial to use?

5 What would it mean if cumulative average cost were increasing over time?

6 What does an 80 per cent learning rate mean? If the learning rate is 70 per
cent, is the firm (or individual) learning faster or slower?

Problems

7.1

7.2

Data are collected from eight firms regarding their costs in the last year,
each firm having the same level of fixed assets:

a. Estimate an appropriate cost relationship.
b. A firm of the same type is aiming to produce 48,000 units next year;
estimate its total costs, stating any assumptions that you need to make.

Total costs ($ million) 245 260 272 265 248 282 295 288
Output ('000 ) 31 35 38 36 32 40 44 42

c. Estimate average costs for the firm next year.

d. What can be said about returns to scale for the firms in this industry?

e. Estimate the marginal cost of the last unit produced by the firm next
year.

f. If the firm is currently charging $8,000, estimate the break-even level of
output for the firm.

g. Estimate the effect on costs for each firm in the industry of an increase
in output of 5,000 units.

A survey of costs and output is carried out for eight firms in an industry

that have different plant sizes. The results are:

Output (x100) 50 134 90 178 84 200 152 108
Costs ($°000) 23 56 42 75 38 84 64 48

a. Estimate an appropriate cost function in the industry.

b. Estimate costs for a firm producing 12,000 units.

c. What can be said about returns to scale in the industry? Give your
reasoning.

d. Estimate average costs at 12,000 units.

e. Estimate the marginal cost of the 12,000th unit.

f. If the going price in the industry is $4.60, calculate the break-even
output.
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7.3 The following cost models are estimated for a firm, based on short-run

data:
C=-3,376.0 + 11.81Q 886
(9.320)
C =2,493 — 27.17Q + 0.126Q> 987
(-6.115)  (8.815)
C=1,595 — 8.461Q + 0.0003Q > .989
(—3.920) (9.556)

a. Which is the best model to use? Explain your answer.

b. Interpret the coefficients in the model in terms of what they indicate.

c. What are the implications of your model in part (a) as far as break-even
output is concerned?

7.4 M], a management consultant, is processing 500 questionnaires that the
firm has received from respondents. M] starts work on Monday at 9 a.m.,
takes an hour for lunch at 1p.m. and finishes at 5p.m. The following
progress is noted:

Time Total questionnaires processed
since 9 a.m.
9.30 3
10.00 8
10.30 15
11.00 24

. Is there evidence of a learning curve? Give your reasons.

. Estimate and interpret the learning rate.

. How long did the first questionnaire take to process?

. Estimate the day and time when M] will finish processing all the
questionnaires.

. How long will the last questionnaire take to process?

How many questionnaires will be processed by the end of Tuesday?

AN o
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PART IV
STRATEGY ANALYSIS

Part IV (Chapters 8-12) examines the nature of
strategic behaviour and various decision-making
tools that managers can use in determining strat-
egy. Chapter 8 considers market structure, which
forms the environmental framework within
which strategic behaviour takes place. Chapter 9
examines game theory in some detail, and dis-
cusses its implications in terms of decision-making.
It is stressed that many of its conclusions are
counter-intuitive, but are the only way of explain-
ing many aspects of firms’ behaviour that are
empirically observed. Chapters 10 and 11 consider
the detailed aspects of pricing and investment
strategies respectively. Finally, Chapter 12 exam-
ines government policy insofar as it impacts on
managerial decision-making.
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Objectives

1 To define and explain the meaning of markets.

2 To explain the concept of market structure and its significance.

3 To describe the characteristics of the different types of market.

4 To examine the relationships between structure, conduct and performance.

5 To explain the equilibrium conditions for different types of market in terms
of price and output, both in graphical and algebraic terms.

6 To explain the types and significance of entry and exit barriers.

7 To give examples of different industries where different market conditions
exist, explaining their prevalence.

8 To examine some welfare implications regarding different forms of market.

9 To emphasize the importance of oligopolistic markets, and examine the
particular problems relating to their analysis.

8.1 Introduction

In order to maximize profits or shareholder wealth, managers must use the
information that they have relating to demand and costs in order to determine
strategy regarding price and output, and other variables. However, managers
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must also be aware of the type of market structure in which they operate, since
this has important implications for strategy; this applies both to short-run
decision-making and to long-run decisions on changing capacity or entering
new markets.

It is useful to start by explaining the characteristics of markets and different
types of market structure, with a general examination of the relationships
between structure, conduct and performance. The four main types of market
structure are then discussed and analysed in terms of their strategic implications.

8.1.1 Characteristics of markets

A market can be defined as a group of economic agents, usually firms and
individuals, who interact with each other in a buyer-seller relationship. This is
fine as a general definition but it lacks practical applicability in defining a
specific market. How for example can we define the market for Coca-Cola? We
can refer to a cola market, a carbonated drinks 